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Abstract. We study the complexity of expressing the greatest common divisor of $n$ positive numbers as a linear combination of the numbers. We prove the NP-completeness of finding an optimal set of multipliers with respect to either the $L_0$ metric or the $L_\infty$ norm. We present and analyze a new method for expressing the gcd of $n$ numbers as their linear combination and give an upper bound on the size of the largest multiplier produced by this method, which is optimal.

1 Introduction

Euclid's algorithm for computing the greatest common divisor of 2 numbers is considered to be the oldest proper algorithm known ([Knu73]). It has been much analyzed and various versions exist that exploit different aspects. The extent of the literature on the gcd of just two numbers indicates that this seemingly simple problem has much more to it than meets the eye.

The nature and complexity of computing the gcd of two numbers is reasonably well understood and analyzed. From a variety of traditional algorithms [Knu73, Wat77, dBZ53], through algorithms that obtain excellent performance by exploiting binary representation of integers [Man88, Nor87], to algorithms intended to speed up a computation when the input numbers are very large [Knu73, Sor94], the two number gcd problem enjoys considerable attention. This shows how valuable it is that most of the questions about it are solved positively.

The gcd problem for more than two numbers is interesting in its own right (witness the research level problem in [Knu73]). Furthermore, it has important applications, for example in computing canonical normal forms of integer matrices ([HM93, HM94, Ili89]). However, although there are a few algorithms for computing the greatest common divisor of $n > 2$ numbers ([Bla63, Bra70, Ili89, Wat77]), there was no good understanding of the nature of such computations.

There are a number of problems for which efficient solutions are not readily available. Given a multiset of $n$ numbers, how many of them do we need to take to obtain the gcd of all of them? How can we efficiently find 'good' multipliers?
in an extended gcd computation? How quickly can we obtain the result? We investigate some of these problems and provide concrete answers.

2 On the complexity of finding small multipliers

One of the more challenging issues in any gcd computation is the expression of the result as an integer linear combination of the input. This is done by an extended gcd computation. For example, when divisions are replaced by logical shift operations, the resulting algorithm for just two numbers fails to produce optimal multipliers. Here by optimal we mean a definitely least solution [Lev56], where \( \gcd(a_1, a_2) \) is expressed as \( x_1a_1 + x_2a_2 \) with \( |x_1| \leq a_2/2 \) and \( |x_2| \leq a_1/2 \).

The situation is worse if we consider expressing the gcd of \( n \) numbers, for arbitrary \( n \), as a linear combination. It is not even clear how 'a definitely least solution' should be defined in this context. A number of sensible interpretations are possible. The collection of numbers is a multiset, which corresponds to the set \( A \) and size \( s(a) \in Z^+ \) of [GJ79, problem SP12]. By ordering the multiset we can conveniently use linear algebra, so that \( \sum_{i=1}^{n} x_ia_i \) is simply the dot product of two vectors \( x = [x_1, \ldots, x_n] \) and \( a = [a_1, \ldots, a_n] \). Thus we define an optimal vector \( x \) with respect to a specific metric. An optimal vector with respect to the \( L_0 \) metric may represent a very poor solution with respect to the \( L_2 \) or the \( L_\infty \) norm. For the \( L_0 \) metric we at least know that an optimal solution \( x \) will satisfy the upper bound \( |x_0| \leq \log_2(\min\{a_1, \ldots, a_n\}) \). No such bounds were known for other metrics for general \( n \).

We give proofs about the complexity of obtaining optimum multipliers with respect to the \( L_0 \) metric and the \( L_\infty \) norm. We present a new method for expressing the gcd of \( n \) numbers as their linear combination, and prove that it achieves the best possible upper bound on coordinates of \( x \), that is, with respect to the \( L_\infty \) norm.

Generally, the numeric variables in this paper are integers. For simplicity we assume that all \( a_i \)'s are positive, which does not diminish the generality of our considerations. We start with the following problem:

**MINIMUM GCD SET**

**INSTANCE:** Multiset \( A \) of positive integers, positive integer \( K \leq |A| \).
**QUESTION:** Does \( A \) contain a subset \( R \), such that \( |R| \leq K \) and \( \gcd(r \in R) = \gcd(a \in A) \).

**Theorem 1.** The **MINIMUM GCD SET** problem is NP-complete.

**Proof.** Clearly the problem is in NP, as given a set \( R \) we can verify in polynomial time that \( |R| \leq K \) and that \( \gcd(r \in R) = \gcd(a \in A) \) (cf. [Bra70]).

Now we show that there exists a transformation from **MINIMUM COVER** [GJ79, problem SP5] to **MINIMUM GCD SET**, such that the answer 'yes' or 'no' for **MINIMUM GCD SET** is also the right answer for **MINIMUM COVER**. An instance of **MINIMUM COVER** is defined by a collection \( C \) of \( m \) subsets
of a finite set $S$ of size $n$ and a positive integer $K \leq |C|$. We show how a polynomial time algorithm for MINIMUM GCD SET solves MINIMUM COVER in polynomial time.

Initially we select the first $n$ prime numbers, say $p_1 = 2$, $p_2 = 3$, $\ldots$, $p_n$. Let $C = \{c_1, c_2, \ldots, c_m\}$, where $c_i = \{s_{1i}, \ldots, s_{ni}\}$ for $h > 0$. For each $c_i \in C$ construct the number $a_i = \prod_{h=1}^{n} p_i^{\alpha(i,j)}$, $j = 1, \ldots, n$, where $\alpha(i,j) = 0$ if $s_j \not\in c_i$, and 1 if $s_j \not\in c_i$. The size of $p_{ni}$ is $O(\log n \log \log n)$. Therefore the length of each $a_i$ is bounded by $O(n^{1+\epsilon})$ for any $\epsilon > 0$. As there are $m$ such numbers, the size of the new problem is at most $O(mn^{1+\epsilon})$.

The greatest common divisor of the $a_i$'s is, from the definition, equal to

$$p_1^{\min(\alpha(1,1), \ldots, \alpha(1,n))} \cdots p_n^{\min(\alpha(m,1), \ldots, \alpha(m,n))} = \prod_{i=1}^{n} p_i^{0} = 1.$$

Now suppose that we have found a subset $R$ with the desired property. As $\gcd(r \in R) = 1$, for each $r \in R$ there is a corresponding $c \in C$, $c = c(r)$ and $\bigcup_{r \in R} c(r) = S$. (To have $\gcd(r \in R) = 1$ we must have the factor $p_i$ in some $r \in R$ for each $i = 1, \ldots, n$, and there is a 1-1 mapping between the $p_i$'s and $s_i$'s.) Thus $C' = C'(R)$ is a solution to MINIMUM COVER. If however $l > K$ numbers are required in order to obtain the correct greatest common divisor there is no subset $C'$ of $C$ with the specified property. 

Next we look at the task of finding small multipliers. First consider the following problem (satisfaction of an $L_\infty$ norm bound):

**MINIMUM GCD MULTIPLIERS**

**INSTANCE:** Multiset $A$ of positive integers, positive integer $K$.

**QUESTION:** Does there exist a solution to

$$\sum_{i=1}^{n} x_i a_i = \gcd(a_1, \ldots, a_n)$$

such that each $|x_i|$ is bounded by $K$?

The MINIMUM GCD MULTIPLIERS problem is NP-complete. To prove this we proceed in two steps. First we prove that the restricted case, where each multiplier is either $+1$ or $-1$, is NP-complete. Then we use the bit-pattern engineering technique of van Emde Boas [vEB81] to build a polynomial time reduction from the restricted problem to the case where each $x_i \in \{-1, 0, +1\}$. A modification of this gives the proof of our claim.

We start by exhibiting a polynomial time transformation from PARTITION [GJ79, problem SP12] to UNEVEN PARTITION (UP). UP asks if, for a given multiset $A$ of $n$ positive integers and positive constant $c$, there exists a submultiset $A' \subset A$, such that

$$\sum_{a \in A'} a = \sum_{a \in A \setminus A'} a + c.$$
There are various ways to prove the NP-completeness of UP. We use an auxiliary lemma, which is a modification of [vEB81, Lemma 1.2], since we also need it later.

**Lemma 2.** Given a multiset of positive integers $A = \{a_1, \ldots, a_n\}$ and a positive constant $c$, if each $a_i$ can be expressed as $a_i = r_i + M q_i$, with $M > K \sum_{i=1}^{n} |r_i| + c$, then the equation $\sum_{i=1}^{n} x_i a_i = c$, with each $|x_i|$ bounded by $K$, is equivalent to the system of two equations

$$\begin{align*}
\sum_{i=1}^{n} x_i r_i &= c \\
\sum_{i=1}^{n} x_i q_i &= 0
\end{align*}$$

subject to $|x_i| \leq K$.

**Proof.** Consider the equation $\sum_{i=1}^{n} x_i r_i + M \sum_{i=1}^{n} x_i q_i = c$ and suppose that $\sum_{i=1}^{n} x_i q_i = \alpha$. Then the left hand side of the equation is of the form $\sum_{i=1}^{n} x_i r_i + \alpha M$. As $M > K \sum_{i=1}^{n} |r_i| + c$, the expression $\sum_{i=1}^{n} x_i r_i + \alpha M$ cannot be equal to $c$ unless $\alpha = 0$, since each $|x_i|$ is bounded by $K$. (The contribution to the expression made by $\alpha K \sum_{i=1}^{n} |r_i|$, for $\alpha \neq 0$, can at best be cancelled by the $\sum_{i=1}^{n} x_i r_i$, leaving a residue exceeding $\alpha c$.) Hence the only possible solution is expressed by the system of two equations presented above.

**Theorem 3.** UNEVEN PARTITION is NP-complete.

**Proof.** Verifying a solution for UP can be done in polynomial time, hence $UP \in NP$. For a multiset $A = \{a_1, \ldots, a_n\}$, solving UP for the multiset $B = \{b_1, \ldots, b_{n+1}\}$, where $b_i = 0 + M a_i$, for $1 \leq i \leq n$, and $b_{n+1} = c + M \times 0$, with $M > 2c$ (which is of the form of the problem in Lemma 2) is equivalent to finding a partition of $A$. This follows from substituting the appropriate $r_i$ and $q_i$ in the equivalent system of equations in Lemma 2. Moreover, it is easy to see that a bounded version of UP, where each $x_i$ must be in the range $[-K, +K]$, for some positive constant $K$, is also NP-complete.

**Corollary 4.** The instance of extended gcd computation where we ask for all multipliers to be units is NP-complete.

**Proof.** This is UNEVEN PARTITION with $c = \gcd(a_1, \ldots, a_n)$.

Next we look at the complexity of WEAK UNEVEN PARTITION (WUP). For a given multiset of integers $A = \{a_1, \ldots, a_n\}$ and a positive constant $c$, WUP asks for a solution to the following 0-1 integer linear programming problem:

$$\begin{align*}
\text{find} \quad & \sum_{i=1}^{n} x_i a_i - \sum_{i=1}^{n} y_i a_i = c \\
\text{subject to} \quad & x_i + y_i \leq 1, \text{ for } i = 1, \ldots, n.
\end{align*}$$

WUP is a variation of WEAK PARTITION, which was proved to be NP-complete by van Emde Boas [vEB81]. Notice however that, unlike WEAK PARTITION, the parasitic solution with $x_i = y_i = 0$ is impossible. Our proof closely follows the proof in [vEB81]. Due to the relative inaccessibility of that proof, and a few minor changes specific to our problem, we include the proof here.
Theorem 5. **WEAK UNEVEN PARTITION** is NP-complete.

**Proof.** Again, verifying a solution for WUP can be done in polynomial time, hence WUP ∈ NP. To transform a given instance of UP for a set \( A \) into WUP we introduce five new numbers for each \( a_i \), as defined below. We choose \( M = 2 \sum_{i=1}^{n} a_i + c + 1 \), and a constant \( d > 4 \).

\[
\begin{align*}
    b_{i1} &= a_i + M \left( d^{4i-4} + d^{4i-3} + 0 + d^{4i-1} + 0 \right) \\
    b_{i2} &= 0 + M \left( 0 + d^{4i-3} + 0 + 0 + d^{4i} \right) \\
    b_{i3} &= 0 + M \left( d^{4i-4} + 0 + d^{4i-2} + 0 + 0 \right) \\
    b_{i4} &= a_i + M \left( 0 + 0 + d^{4i-2} + d^{4i-1} + d^{4i} \right) \\
    b_{i5} &= 0 + M \left( 0 + 0 + 0 + d^{4i-1} + 0 \right)
\end{align*}
\]

In \( b_{n2} \) and \( b_{n4} \) the term \( Md^{4n} \) is replaced by \( Md^0 \), which wraps around the 4n-th bit in the d-ary representation of the integral part of these numbers divided by \( M \).

The definition of \( M \) allows us to use Lemma 2, while the condition that \( d > 4 \) avoids overflows from one d-ary digit to another (since each equation involves at most four \( x_{ij} \)'s). Repeated application of Lemma 2 replaces a single equation \( \sum_{i,j} x_{ij} b_{ij} = c \) by a system of \( 4n + 1 \) equations

\[
\begin{align*}
    (0) & \sum_i (x_{i1} + x_{i4}) a_i = c \\
    (i1) & x_{i1} + x_{i3} + x_{i-1,2} + x_{i-1,4} = 0, \quad i = 2, 3, \ldots, n \\
    & x_{11} + x_{13} + x_{n2} + x_{n4} = 0 \\
    (i2) & x_{i1} + x_{i2} = 0, \quad i = 1, 2, \ldots, n \\
    (i3) & x_{i3} + x_{i4} = 0, \quad i = 1, 2, \ldots, n \\
    (i4) & x_{i1} + x_{i4} + x_{i5} = 0, \quad i = 1, 2, \ldots, n
\end{align*}
\]

Combining (i1) with (i2) and (i3) gives \( x_{i1} + x_{i3} = x_{i-1,1} + x_{i-1,3} \), hence the value of \( x_{i1} + x_{i3} \) does not depend on the index \( i \). Furthermore, by discarding number \( b_{n2} \), thus obtaining \( x_{11} + x_{13} + x_{n4} = 0 \), we force \( x_{i1} + x_{i3} \) to assume only one of the three values \( \{-1, 0, +1\} \).

We now show that the only possible values for \( x_{i1} + x_{i3} \) are \(-1 \) or \(+1 \). Suppose that \( x_{i1} + x_{i3} = 0 \). This case may happen for only three pairs: \( (+1, -1) \), \( (-1, +1) \) and \( (0, 0) \). The first two pairs are impossible, as equation (i4) would necessitate \( |x_{i5}| \) to be as large as 2. For the last pair we have \( x_{i1} + x_{i4} = x_{i1} - x_{i3} = 0 \), which cannot possibly be a solution to (0). Thus \( x_{i1} + x_{i3} \) must be either \(-1 \) or \(+1 \). It follows that \( x_{i1} + x_{i4} \) is also either \(-1 \) or \(+1 \), so equation (0) provides a solution to UP. Consequently, the ability to solve WUP in polynomial time would mean the ability to solve UP in polynomial time. \( \square \)

**Corollary 6.** Given a multiset of \( n \) positive integers \( A = \{a_1, \ldots, a_n\} \), the task of expressing \( g = \gcd(a_1, \ldots, a_n) \) in the form \( \sum_{i=1}^{n} x_i a_i = g \) with \( x_i \in \{-1, 0, +1\} \), is NP-complete.

**Corollary 7.** Given a multiset of \( n \) positive integers \( A = \{a_1, \ldots, a_n\} \), the task of expressing \( g = \gcd(a_1, \ldots, a_n) \) in the form \( \sum_{i=1}^{n} x_i a_i = g \) with \( |x_i| \leq K \), is NP-complete.
Proof. ([vEB81]) A variant of the previous reduction is used. The constant $d$ is replaced by $Kd$, and all terms $Md^{4i-j}$ are replaced by $KMd^{4i-j}$, except for the numbers $b_{i3}$. These changes modify equation (i4), which now becomes:

$$(i4') \ K(x_{i1} + x_{i4}) + x_{i5} = 0.$$ 

Since $x_{i5}$ is bounded by $K$ this enforces $|x_{i1} + x_{i4}|$ to be bounded by 1. By again discarding number $b_{n2}$, we force $x_{n1}$ to 0, and consequently $x_{n4}$ must take one of the three values: $-1$, $0$, $+1$. If $x_{n4} = 0$ then $x_{n1} + x_{n3} = 0 = x_{i1} + x_{i3}$, for $i = 1, \ldots, n$. Combining this with the inequality $|x_{i1} - x_{i3}| \leq 1$ proves that no solution is possible for this choice. If $x_{n4}$ is equal to $\pm 1$, so is $x_{i1} + x_{i3}$, and hence $x_{i1} + x_{i4} = x_{i1} - x_{i3} \in \{-1, +1\}$, as required. For our specific corollary, we set $c = \gcd(a_1, \ldots, a_n)$.

3 Some bounds

We prove that the size of the multipliers for an arbitrary number of numbers can be kept within the same bounds as for just two numbers. This improves significantly on the bound in [Ili89], which grows with the number of numbers. While it would be nice to have a bound which decreases as the number of numbers increases, this is not possible. The multiset $\{2, 2k+1, 2k+1, \ldots, 2k+1\}$, with $k \geq 1$, serves as a simple counterexample. Our bound is constructive, and we start by giving the lemma that forms the basis of our approach.

Lemma 8. For a pair of positive integers, $\{a_1, a_2\}$, with $\gcd(a_1, a_2) = 1$, there exists a solution to the equation

$$x_1a_1 + x_2a_2 = c$$

with $|x_1| \leq \max(a_2/2, c)$ and $|x_2| \leq a_1/2$.

Proof. The lemma is true if $a_1 = 1$, thus consider the case where $a_1 \geq 2$. Equation (1) may be rewritten as

$$(x_1 + a_2i)a_1 + (x_2 - a_1i)a_2 = c$$

By setting $i = \lfloor x_2/a_1 \rfloor$, we ensure that the second multiplier, $x_2(i)$ say, is equal to $x_2 - a_1 \lfloor x_2/a_1 \rfloor = x_2 \text{rem} a_1$, where rem denotes the least remainder operation. Thus $|x_2(i)| \leq a_1/2$. For the first multiplier, $x_1(i)$, we have

$$x_1(i) = x_1 + a_2 \left\lfloor \frac{x_2}{a_1} \right\rfloor$$

$$= x_1 + \frac{a_2}{a_1} (x_2 - x_2 \text{rem} a_1)$$

$$= \frac{c}{a_1} - \frac{a_2}{a_1} x_2(i)$$

If $|x_2(i)| = \frac{1}{2}a_1$ we can select $i$ such that $x_2(i) = +\frac{1}{2}a_1$ and then $x_1(i) = c/a_1 - a_2/2$. If $c \leq a_1a_2$ then $|x_1(i)| \leq a_2/2$, otherwise $|x_1(i)| \leq c$. Now assume
that $|x_2(i)| < a_1/2$. This time we have no choice of sign for $x_2(i)$ and thus a bound on $|x_1(i)|$ is $c/a_1 + |x_2(i)|a_2/a_1$. First we take $c \leq a_2/2$. Then we have, for some positive integer $\alpha$,

$$|x_1(i)| \leq \frac{c}{a_1} + \frac{a_2(a_1 - \alpha)}{2a_1}$$

$$\leq \frac{a_2}{2a_1} + \frac{a_2}{2} - \frac{\alpha a_2}{2a_1}$$

$$= \frac{a_2}{2} - \frac{a_2}{2a_1}(\alpha - 1)$$

As $\alpha \geq 1$ we have $|x_1(i)| \leq a_2/2$. If $c > a_2/2$ a similar argument shows that the bound $|x_1(i)| \leq c$ holds.

Lemma 8 can be obtained as a corollary of [Lev56, Theorem 3]. However, our proof of Lemma 8 also gives us a constant time method for computing small multipliers whenever we have any solution to (1) available. This property is used in the method we describe next.

**Theorem 9.** There is an optimal time, optimal space algorithm for computing the extended gcd of $n$ integers $\{a_1, \ldots, a_n\}$, which guarantees that no multiplier is larger than the largest of the numbers divided by 2.

**Proof.** We start by describing a binary tree method for computing the gcd of $n$ numbers and then prove that the multipliers produced by the method obey the bound specified in the theorem.

Consider the following algorithm. For $n$ numbers (we may restrict our attention to positive numbers) $\{a_1, \ldots, a_n\}$, the algorithm builds a binary tree on $2n - 1$ nodes, called a gcd tree. Label the nodes in the top to bottom and left to right fashion, so that the children of node $i$ have labels $2i$ and $2i + 1$ and the parent of child $j$ has the label $\lfloor j/2 \rfloor$, as in Fig. 1. We name each node by its label and the letter $g$, and take the liberty of associating the value in a node with the node name. Nodes $g_n$ to $g_{2n-1}$ (the leaves of a complete binary tree) are set to $a_1$ to $a_n$. At the end of the algorithm, node $g_1$ will hold gcd($a_1, \ldots, a_n$), while nodes $g_n$ to $g_{2n-1}$ will store multipliers $z_1$ to $z_n$ such that $\sum_{i=1}^n x_ia_i = g_1$.

The computation proceeds in two phases, bottom-top and top-bottom. In the bottom-top phase, the algorithm starts at the bottom of the tree. It takes two leaves with the same parent at a time. Let the selected nodes be $g_{4i}$ and $g_{4i+1}$ (Fig. 1). Using the standard extended Euclidean method, the algorithm computes $g_{2i} = y_{4i}g_{4i} + y_{4i+1}g_{4i+1}$ and stores $g_{2i}$, $y_{4i}$ and $y_{4i+1}$ at the nodes $2i$, $4i$ and $4i + 1$, respectively. The process works up through the levels (and computations at each level can in fact be done in parallel) until the value of $g_1$ is computed.

In the top-down phase, the algorithm starts at node 4 (here we assume $n \geq 3$) and proceeds down through the levels, taking two nodes with a common parent at a time. Let the selected nodes be $g_{4i}$ and $g_{4i+1}$. For these two nodes the algorithm computes two multipliers $z_{4i}$ and $z_{4i+1}$, such that $z_{4i}g_{4i} + z_{4i+1}g_{4i+1} = g_{2i}z_{2i}$. 
The value of $z_{2i}$ is either directly the value of $y_{2i}$ or the value computed in a previous step of the top to bottom phase. To compute $z_{4i}$ and $z_{4i+1}$, the algorithm uses the fact that $y_{4i}g_{4i} + y_{4i+1}g_{4i+1} = g_{2i}$. The algorithm premultiplies each side by $z_{2i}$ and then uses the technique of Lemma 8 to compute two 'small' multipliers. The phase ends when the multipliers for all leaves of the tree are computed. Finally $x_i$, for $i = 1$ to $n$, are set to $z_{n+i+1}$. From the description of the algorithm it is clear that both the gcd and the multipliers are computed in optimal time and space.

To complete the proof we show that each multiplier $z_i$ computed in the top-bottom phase is no greater than $\max\{a_i\}/2$. The inductive proof uses Lemma 8. Firstly we observe that $g_1 < \min(a_1, \ldots, a_n) < \max(a_1, \ldots, a_n)$ and both $g_2$ and $g_3$, by the properties of the extended Euclidean method for two numbers, have their absolute values less than the maximum number in the input set divided by 2. Hence the theorem is true for the nodes on levels 1 and 2. Assume that this holds for levels 1 through $2i$. Now consider nodes $4i$ and $4i+1$. The multipliers $z_{4i}$ and $z_{4i+1}$ must solve $z_{4i}(g_{4i}/g_{2i}) + z_{4i+1}(g_{4i+1}/g_{2i}) = z_{2i}$. By the inductive hypothesis, we have $z_{2i} \leq \max(a_1, \ldots, a_n)/2$. By Lemma 8, we can find a pair, $z_{4i}$ and $z_{4i+1}$, such that either $|z_{4i+1}| \leq g_{4i}/(2g_{2i})$ and $|z_{4i}| \leq g_{4i+1}/(2g_{2i})$ or $|z_{4i+1}| \leq g_{4i}/(2g_{2i})$ and $|z_{4i}| \leq |z_{2i}| \leq \max(a_1, \ldots, a_n)/2$. Thus in either case the hypothesis holds for the new level.

The fact that our upper bound is optimal relies on an example with repeated numbers. It is reasonable to hope that a better upper bound may apply if all numbers are required to be distinct. However the following theorem indicates problems which need to be addressed in developing an algorithm to achieve a better bound for sets of numbers (as against multisets).

**Theorem 10.** The bound achieved by the method of Theorem 9 is the best possible for any method that computes the gcd of a set of numbers by computing gcds pairwise and reducing the resulting multipliers in the natural way using the associated linear equations.
Proof. The existence an algorithm that could improve the previous bounds while manipulating at most two numbers at a time contradicts [Lev56, Theorem 3]. □

4 Conclusions

In this paper we concentrated our attention on the complexity of expressing the gcd of $n > 2$ numbers as a linear combination of them. We showed that for $n > 2$ the definition of minimum multipliers depends on the selected metric. We proved that the complexity of computing optimal multipliers with respect to the $L_0$ metric and the $L_\infty$ norm is NP-complete.

On the other hand, we described and analyzed a new method for computing the gcd of $n \geq 2$ numbers, and proved that no multiplier generated by this method will exceed the largest number in the input set divided by 2. This bound is the best possible without additional restrictions on the input. It is also the tightest bound for any method that operates on two numbers at a time.
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