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Abstract

Lip reading is an important tool used by hearing im-
paired people to increase their understanding of spoken lan-
guage. Linguistics experiments show that the features of
speech that are degraded by noise in audio systems are the
features of speech that are most distinct visually. An auto-
matic visual speech recognition system should therefore be
a beneficial complement to an audio speech recognition sys-
tem when the audio system is used in a noisy environment.

An automatic lipreading system requires a robust method
to track lips from the image sequence, regardless of the vari-
ations of lip shapes, colours and movement amongst speak-
ers. One of the most common lip tracking methods is the use
of active contour models or snakes to detect outer lip con-
tours. This paper proposes a robust and adaptable lip track-
ing method that uses a combination of snakes and a 2D tem-
plate matching technique. The snake, an energy minimising
spline, is driven by 2D template matching techniques to find
the expected lip contour of a specific speaker. Our experi-
ments show that the technique can track the unadorned lips
in various colours and shapes of speakers, including the lips
of a bearded speaker.

1. Introduction

Speech recognition is not purely auditory. When a lis-
tener can see the speaker, visual information is used in the
speech recognition process. The contribution of this visual
information to overall speech recognition was first reported
by McGurck and MacDonald [7].

Noisy environments seriously degrade the performance
of audio speech recognition systems. The nature of this
degradation can be seen in figure 1 with data obtained by
Kryter [6]. In this experiment the confusion between con-
sonants was noted as the signal to noise ratio was lowered
by 6 decibels.

Consonant cluster Manner of articulation
t, k, p, f, th, s, sh unvoiced
m, n nasal
d, g, b, v, dh, z, zh voiced

Figure 1. Effects of noise on audio phoneme
recognition. Consonant clusters show those
consonants that are confused with -6 dB
noise level. At this level of noise only the
manner of articulation can be used to cate-
gorise the consonants.

Consonant cluster Place of articulation
th, dh dental
f, v labio-dental
sh, zh, z, s alveolar/palatal
p, b, m bilabial
w labio/velar
t, d, n, k, g, j, r, l not visible

Figure 2. Visual confusion between different
consonants. Consonants confused by un-
trained subjects. Subjects placed phonemes
correctly into these groups more than 70 per-
cent of the time.

These results show that the most distinctive audio fea-
ture of phonemes in a high noise environment is the man-
ner of articulation. The most distinctive feature visually is
the place of articulation. Figure 2 shows six visually con-
trastive consonant groups [9].

The feature of phonemes that is most easily lost in noise
is the place of articulation, and thus is the most distinctive
feature visually. An automatic visual speech recognition
system therefore provides a useful complement to an au-
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dio speech recognition system in noisy or corsstalk envi-
ronments.

Lip reading has been an important communication tool
for the hearing impaired. Speech is composed of individual
speech sounds, called phonemes, and when spoken, they
show specific movements in the mouth shape including the
lips, tongue and the appearance of teeth. However, there
are 43 phonemes in the English language, while there exist
only 28 different mouth shapes that separate them [2]. For
example, ‘d’ and ‘t’, or ‘f’ and ‘v’ produce the same mouth
shape. Therefore, the art of lip reading for humans is con-
text sensitive: it consists not only in visually recognising
mouth shapes, but also mentally recognising key elements
to predict the word, as well as further recognising key words
to predict the sentence.

Automatic lip reading, moreover, is difficult for both the
visual feature extraction and the speech recognition pro-
cesses. Visual feature extraction requires a robust method of
tracking the speaker’s lips through a sequence of images and
a representation of the inner mouth appearance. Lip track-
ing is not a trivial task because there is variability between
people in skin colour, lip colour, lip width, and the amount
of lip movement during speech, as well as variability in the
environment such as lighting conditions. Any method used
to track lips during speech must be adaptive to the move-
ment of the lips from frame to frame, but also stable enough
not to be affected by the appearance of the teeth and tongue.

A number of methods have been proposed for extracting
lip contours from images. One of the most common meth-
ods of visual feature extraction is the active contour mod-
els or snakes which are parameterised energy minimising
splines that converge to an object contour within an image.
The snake technique was first introduced by Kass, Witkin
& Terzoupoulos [5] and use an energy equation that max-
imised smoothness in the spline while finding the maximum
gradient in the image contour. A serious problem with the
snake is that some high level process, usually the user, must
place the initial snake points close to the feature of interest.
This problem arises because the snake will converge to the
closest minimum in the image. In lip tracking, however, the
appearance of the teeth and tongue generates a large inten-
sity gradient and causes the snake to diverge from the outer
lip contours. Thus researchers have used various modifica-
tion of snakes [11][1], mainly by employing learned mod-
els of the lips to constrain the snake.

We have developed a lip tracking system that uses a com-
bination of the snake [10] and a 2D template matching tech-
nique. In our system, a 1D deformable template (snake)
is drawn onto the outer lip contour by using 2D template
matching to find the expected lip contour within the search
neighbourhood. The initial contour patterns are extracted
from the manual selection of the mouth region from the
first image, then the expected patterns are gradually updated

throughout the sequence.

2. Methods of Visual Speech Feature Extrac-
tion

Yuille et al. [11] use shape templates with snakes in or-
der to extract lip contours from an image. The lips are de-
scribed by a parameterized shape template. This shape tem-
plate models an object within the image. By adjusting the
parameters the model can be made to deform to fit the ob-
ject in the image. The shape of this template is based on
prior knowledge of the shape of the lips.

Their shape templates consist of parabolas to describe
the upper and lower lip shapes. These deformable shape
templates then interact dynamically with the image through
an energy function that draws the shape template onto
salient features by altering the parameters of the parabolas.
Preprocessing is done on the image to produce fields con-
taining features of interest such as edges, valleys, or peaks.
The shape template then interacts with these fields through
the energy function. Shape templates have the advantage
that the internal potentials in the parabolas will tend towards
already known lip shapes as the energy equation is mini-
mized. This minimizes the probability of the shape tem-
plate settling on the wrong minimum, as is possible with
snakes. A drawback of the shape template method is the
limited flexibility of using predefined lip shapes.

The most successful lip reading system to date is devel-
oped by Bregler and Omohundro [1]. They also use learned
lip shapes with the snake algorithm by using the technique
of nonlinear manifolds. The configurations of the lips are
represented as points in a feature space and the set of all
possible lip configurations is a surface or manifold in this
space. From training data a set of points in configuration
space is produced and the dimension and structure of the
manifold on which those points lie is induced. These train-
ing data are collected using manually controlled snakes. To
track unknown lip shape, snakes are used that are controlled
using the learned manifold. An initial crude estimate is back
projected from the lip manifold to the image. There is then
one iteration around the snake points and the grey level gra-
dient is estimated. After each iteration the snake points are
projected back to the lip manifold, so only legal lip shapes
are considered throughout the iteration. The snake is con-
strained to only converge to these legal lip shapes. Legal
lip shapes are determined from training data collected using
manually controlled snakes.

3. Method

The systems described above use modified snakes that
are controlled through the use of learned lip shapes. We use
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a technique that adapts to different lips without any prior
training. The hypothesis is that snakes can be controlled
by using two dimensional pattern templates of the lip edge
contour instead of the image gradient. The pattern templates
should provide stability, while the snakes should provide the
dynamics to move with the lips and adjust to new shapes.

3.1. Initialisation

The first image of the input sequence is assumed to be
the image of a speaker in neutral mouth position, that is a
closed mouth. Currently, initialisation involves the manual
selection of a mouth region that is defined by the top, bot-
tom, left and right corners of the mouth from the first image.

The initial pattern templates that are the surface image
patches for each snake point are automatically extracted
from the selected mouth region. These templates are then
gradually updated throughout the sequence in order to de-
termine the expected contour patches towards which the
snake points move. The upper and lower lip widths of the
speaker are also detected from the first image for the pur-
pose of inner lip tracking. The inner lip contour edge varies
a great deal during speech due to the appearance of the teeth
and tongue. Thus we use lip widths that are extracted from
the neutral (closed) mouth position to find the inner lip con-
tour throughout the sequence.

3.2. Lip model

The mouth contour is modeled mathematically by using
elliptical segments. The dynamics of lip movement and the
biological lip shape of the upper and lower lips are differ-
ent, thus the curvature and the expected movement range of
the upper and lower lips are considered separately. This is
achieved by modeling the outer lip contour as a combina-
tion of two semi-elliptical shapes, similar to the model used
by Yuille et al. [11].

The initial inner snake points are also modeled as two
semi-elliptical segments defined within a rectangular region
where the corners of the inner and outer lips are coincident.
Lip widthsW is defined by the neutral mouth position, thus
for n snake points,W = (w1; : : : ; wn). The modeling pro-
cess is shown in Figure 3.

3.3. Modification of the snake

2D pattern templates of the snake points are updated by
using a weighted average of the initial pattern template and
the template extracted from the previous image of the se-
quence.

The initial snake points for each image are determined
by modeling the lip contour using two ellipses within the
mouth dimensions detected in the previous frame.

Upper lip rectangleUser selected points

User selected points Upper ellipse

Outer snake points

Inner snake points

Lower lip rectangle

Lower ellipse

Lip width

Figure 3. Modeling lip contours using two
rectangles. The ellipses for the upper and
lower outer lip edge are determined from
these two rectangles

Our snake algorithm adapts the algorithm of Williams
and Shah [10]. In this algorithm the overall energy term is
reformulated as

E =

Z
(�(s)Econt + �(s)Ecurve + 
(s)Eimage)ds; (1)

where the parameters�, � and
 are used to control the
relative importance of each term.

Given n snake points in a single frame,s1:::sn where
si = (xi; yi), the continuity term is defined asEcont =
d � di, wheredi = jsi � si�1j andd is the average ofdi.
This term ensures that the snake points will not be drawn
together along the snake contour but will remain approxi-
mately equidistant.

The curvature term is defined as

Ecurv =

�
�xi
di

�
�xi+1
di+1

�2
+

�
�yi
di

�
�yi+1
di+1

�2
; (2)

where�xi is xi � xi�1 and�yi is yi � yi�1. When this
term becomes too large at a point, the curvature is very large
so� for that point is set to zero allowing the snake to bend
around a corner. The gradient threshold must be above a
threshold to ensure that the snake is on, or very close to, the
desired feature before a corner is developed.

For image energy, snakes normally use image edge
strength to search for the object surface. This, however, is
not suitable for lip tracking because the appearance of the
teeth and tongue would distract the snake from the outer
lip contour. Thus, we use 2D pattern matching to draw the
snake onto the expected mouth surface, by defining the im-
age energy as the two dimensional correlation between a
two dimensional patch taken from the image and the ex-
pected template for the specified snake point.
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3.4. Pattern matching

Lip shapes change dynamically through the image se-
quence. It is observed that the mouth corners require the
templates to be updated while the other snake points along
the lips can be tracked by using the initial templates. TWe
use the following formula to update the mouth corner tem-
plates.

Texp temp = 0:5� Tcur temp + 0:5� Tinit temp:

The pattern matching snake is illustrated in Figure 4.

Lip edge
Scan line

2 dimensional correlation function

Normalised correlation index

Initial matched template

Template from image

0 0 0....                                      0 1 1 1 1 1..........

Best lip pattern correlation indicates the outer lip contour.

Threshold the correlation index by finding the best match

Figure 4. The 2D template matching snake
algorithm. This is designed to smooth out
noise in the image by using a two dimensional
template with correlation matching.

For each snake point a scan line is generated along the
normal of the lip edge, see figure 5.

Scan Line

Si+1

Si

i−1S

Figure 5. Each scan line is normal to a chord
running between the previous snake point
and the next snake point.

Along each scan line sampled atm discrete points, 2D
templates centred on these sampled points are used to move
the snake point. A two dimensional correlation is computed
between these templates and the expected template using
the following correlation function, whereA andB are two
dimensional matrices and C is a correlation index between
0 and 1:

C =

P
m

P
n(Amn �A)(Bmn �B)s�P

m

P
n(Amn �A)2

��P
m

P
n(Bmn �B)2

� :
(3)

The correlation indices form a 1D array with the size of
the sample points,m. This index array is normalised with
the value of the maximum correlation index, and thresh-
olded. The array then has a step edge in the position of the
lip contour. We convolved this array with a first derivative
Gaussian mask to smooth the step edge and used this as the
image energy.

3.5. Inner Lip Tracking

Currently, inner lip tracking is done by using the initial
measurement of lip width. The inner lip point is found by
taking a point that is the distance of the initial lip width
along the scan line of the corresponding outer lip point.
However, accurate inner lip tracking would require the
snake to move by using a combination of lip width and edge
strength.

3.6. Head Tilting

The problem of subjects tilting their heads from side to
side during speech is also taken into account. The degree of
tilt from the horizontal axis of the mouth is determined by
the mouth corner snake points found, and thus the ellipses
that form the snakes are rotated accordingly for subsequent
tracking.

4. Experiments

We have implemented a prototype of the pattern match-
ing snakes using MATLAB 5.2 image processing toolkit.

The parameters used for the inner and outer snakes in our
implementation are shown in figure 6

The biological features of the mouth are considered.
This has been done in the selection of the snake parameters.
At the mouth corners the values of� and� are reduced to
0.2 in both snakes to allow sharp corners to form. The outer
snake image parameter
 was set to 2.5 and the lip width
parameter set to 0.

In tracking the lips it is essential to accurately track the
mouth corners. The position of the mouth corners deter-
mines the angle that the mouth is tilting. This then deter-
mines how the upper and lower rectangles are constructed,
thus determining the starting point for the next snake iter-
ation. If the position of the mouth corners is incorrect this
will affect the position of all following snake points. In or-
der to track accurately the mouth corners the template size
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Snake parameter Value
� 0.7
� 1

 2.5
� 0
Number of points 20
Pattern template size 20� 20

Upper lip scan line length 21
Lower lip scan line length 31

Figure 6. Snake parameters used in experi-
ments with pattern matching snakes.

at the corners was increased to40� 40. Other snake points
use the template size of20� 20.

The motion of the lips in general is in the direction of
the normal to the lip edge. The scan lines for the outer and
inner lip snakes are normal to the previous snake contour.
During speech the lower lip has a greater range of move-
ment and in order to account for this the scan line length of
the lower lip points was 21 pixels while the length for the
upper lip points was 11 pixels. The mouth corners have a
much smaller range of movement, however this movement
can be either vertical or horizontal. In order to deal with
this, the points at the mouth corners scan in a7� 7 square.

5. Results

The subjects for these experiments were all native speak-
ers of Australian English. The tracking system was tested
on 6 males and females. One male speaker has darker skin
colour and another male has some beard growth. All speak-
ers had unadorned lips, thus there was a range of different
lip shapes and colours amongst the speakers. They were
asked to stay stationary during speech. The speakers artic-
ulated the sequence of numerals from “one’ to “ten” with-
out any pause between the numerals. The sequences were
captured through a video camera (Sony Hi8) from a single
viewing point. These sequences were then stored as a series
of 24-bit colour bit map images with resolution384� 284.
However, we converted them into greyscale, and all pro-
cessing is performed on the greyscale images. The pattern
matching snake successfully tracked all of the sequences of
the 6 speakers. Each sequence consists of over 200 images.

Figure 7 shows the lip tracking result of two subjects,
one with dark complexion and the other with a beard. These
experiments represent probably the most troublesome cases
for other lip trackers. For the dark complexioned speaker,
the contrast between skin and lip intensities is not obvious.
For the bearded speaker, there was a false contour close to
the lips, namely the contour between skin and beard. The

Figure 7. Sequence of six image showing lip
tracking while the mouth is moving.

pattern matching snake, however, is not affected by these
constraints because it searches for the expected contour pat-
terns of the specific speaker. The figure also shows that the
speaker’s head moved slightly even though they were asked
to stay stationary during speech. The system successfully
tracked the tilted mouth.

Figure 8 shows three different speakers used in our ex-
periment. The complexions, lip colour and shapes of the
speakers were very different, and also the teeth and tongue
were visible during speech. The system however was not
affected by these, successfully tracking all of the sequences
during experiment. The pattern matching snake is also not
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Figure 8. Single frame taken from sequences
of lip tracking on a range of different subjects.

affected by noise because of the smoothing effect of the
two dimensional templates used in the image energy cal-
culations.

6. On-going Development

Tracking the mouth is a difficult task since the mouth
shape changes rapidly during speech. Our lip tracking tech-
nique uses a combination of the active contour models and a
2D template matching technique where the energy minimis-
ing spline is driven onto the expected lip contour by a 2D
pattern matching technique. Our experiments show that this
technique is reliable and adaptive to speakers with various
mouth shapes and colours.

For practical use of the template matching snake, we
need to automatically collect the initial templates. We plan
to adapt the technique of Okataet al. [8], which uses the
Gabor wavelet response to detect the facial features for their
face recognition system.

A lip reading system not only requires the mouth shape
dimensions that are extracted from the lip tracker but also
requires a representation of the appearance of teeth and
tongue during speech. For this problem we have developed
a technique that combines Cepstral analysis and higher or-
der local auto-correlation feature extraction [4].

The lip tracker assumes the speaker faces the camera di-
rectly, allowing for a slight rotation of the face within the
image plane. The speakers, however, naturally follow con-
versation cues and move the head in 3D. 3D movements
such as turning and nodding of the head affect the lip tracker
and cause it to extract incorrect mouth dimensions. To deal

with this problem, we have developed a 3D head tracker,
which extracts the 6 degrees of freedom of the head orien-
tation from a single view image sequence, and corrects the
incorrect mouth dimensions [3].
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