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Abstract

Oneof themore successfuhpproadcesto image segmen-
tationinvolvesformulatingthe problemasthe minimisation
of a Mumfod-Shahfunctionalandthenusingregion meig-
ing algorithmsto approximatethe minimiser Recentwork
by Reddingetal. presentedsud an algorithmand demon-
stratedthe quality of the segmentationst produces.Here,
weextendthatworkin twoways.Fir st,wedescribea varia-
tion of thealgorithmwhich leadsto the samesegmentations
but which is an order of magnitudefasterto compute This
gain is madeby introducingthe conceptof a locally best
meige. Secondandasa natural consequencef consider
ing locally bestmeiges,wedescribea new algorithm. While
the new algorithmis no longer optimal, it is fasterand has
otherdesiable properties.In particular, in the casewhele
thefunctionalto be minimisedtakesaccountof region vari-
ancesas well as meansthe new algorithm overcomesthe
problemof unreliable varianceestimategor smallregions.

1. Introduction

The Mumford-Shahfunctionalwe will be dealingwith
is discussedn Chapter5 of the book, [4], by Morel and
Solimini. They take animageto be a function g(z, y) of
thecontinuousvariablesr andy definedonadomain(l. A
sgmentatiornof g, in its mostgeneralform, is a collection
K of boundariesvhich partition2 into asetof regionssuch
thatg is “homogeneousbn each.For Mumford-ShaHunc-
tionals,the term “homogeneousis given precisemeaning
by specifyinganimagemodelu(z,y). We usethe simplest
modelwherebyu is restrictedto be constanibn eachof the
sgymentatiorregions. Theassociatedunctionalis

E(u,K) = /Q | 0le) — (e dy + M) ()

wheref(K) is thetotallengthof K and) is aregularisation
parameter The choiceof A controlsthe tradeof between
how well the modelw fits theimageg andthe compleity

of theboundaryK'. It mustbe pre-specifiedThesuitability

of (1) for image segmentationis clearly shovn by Morel

andSolimini’'s mathematicahnalysis.

By design.E(u, K') is smallfor goodsegmentationsnd
thusthe segmentationproblemis to find the minimisersof
E(u, K). This problemcanbe simplified by first observ-
ing that a minimiseris fully specifiedby its boundary K
alone. The real problemthenis to find the boundaryK of
the minimiser While thereare mary algorithmsfor doing
thisregionmemingis agoodchoice,see[3] and[4].

Two questionsneedaddressingn region meming algo-
rithms: which segmentatiorto startfrom andhow to choose
the regionsto be memged. In answerto the first question,
Koepfleret al. provide soundargumentsfor startingwith
the trivial segmentation.(Thetrivial segmentation is the
onein which eachpixel is a separateegion.) The second
guestionis moreinteresting.It accountdor the differences
betweerouralgorithmsandthoseof Koepfleretal.,[3], and
others[2]. It is answeringthis questionthat underpinghe
work describedere.Wewill presentwo differentanswers.

Our first answerwasmotivatedby attemptsto speedup
the full A-schedule algorithm (FL SA) reportedonin [5].
We have beenhighly successfuin thoseattemptsandhave
decreasethe computatiortimesby anorderof magnitude.
We call our new versionof the algorithmthe optimal lo-
cally best merging (OLBM) algorithm. We emphasighat
it produceghe sameseggmentationasFLSA. Thespeedip
is achiesedin thesearcHor thenext pairof regionsto memge
- insteadof searchinghefull list of all potentialmergeswe
only searchthelist of locally bestmerges.

Our seconcansweyresultsin anew algorithmwhichwe
call the synchronous locally best merging (SLBM) algo-
rithm. The ideabehindthis algorithmis to performall lo-
cally bestmermgessynchronouslyratherthan searchingfor
the bestone. While SLBM is notasaccurateasOLBM, it
is somavhatfasterandhasotherdesirableproperties.



2. Discretising the functional

In orderto apply (1) to digital imagesit needgo bedis-
cretised.To do so,we take (2 to be a setof pixelsindexed
by a discretevariable:i = 1,...,n. Theimageg andits
modelu arethen definedby their valuesg(i) andu(z) at
eachpixel. A segmentationregion is a connectedsub-set
of 1 anda sggmentationk is a partition of €2 into regions.
Theboundaryof K is the setof pixel edgeswhich separate
theregionsandits length/(K) is thetotal numberof edges
in the set. With this notation,thefunctional(1) becomes

n

E(u,K) =Y (u(i) - g(0))> + M(K). (2
i=1
Further sincewe are only interestedn the minimisersof
(2) andu is piecavise constantywe canassume

zmzﬁZm> 3)

i€0

whereQ is theregion of K" with & € O and|O] isits area.

3. Full A-schedule algorithm (FL SA)

Thefull A-schedulealgorithmreportedon by Reddinget
al. in [5] wasanextensionof theregion meming algorithm
developedby Koepfleretal., [3]. At its heart,the Koepfler
etal. algorithmhastwo componentsa simplestratey for
searchingor candidatepairs of regionsto be memgedand
acriterionfor decidingwhetheror notto mergethem. The
searchstratgyy is neithersophisticatedhor optimal. How-
ever, it is fastand someof its deficienciesvere addressed
by a clever extensionof the basicalgorithm. The extension
involveschoosinganincreasingsequencef values

0< A <A <.l <A 4)

to be usedfor theregularisationparametein (2). For each
value ); the basicalgorithm producesa segmentationk’;

which “minimises” the functional (2) with A = X;. These
segmentationgorm a chainwith K; beingusedasthestart-
ing pointfor thealgorithmwhich produces¥; ;. Thechain
begins with K being the trivial segmentation. The final

sgymentationky, is theoutputandso Az shouldreflectthe
final amountof regularisatiorrequired.

The sequencd4) is called a A-schedule. Its effect is
to limit the the mistales madedueto the poor searching
stratgy. Thus, it is natural,as was donein [5], to con-
siderthe extremeof choosingthe A-scheduleso thateach
segmentation K;, differsfrom the previousone, K;_4, by
exactly oneregion memge. This schedulevascalledthefull
A-schedule. Implementinghefull A-schedulausingtheal-
gorithm of Koepfleretal. is not practicaldueto theineffi-
cieng of their searchstratgy. However, analgorithmwith

anefficientimplementations possibleandwasdescribedn
[5]. It wascalledthefull A-schedule algorithm (FL SA).

To describe=LSA we first needto describehow thefull
A-schedulds calculated.We assumeve have the segmen-
tation K; andwe will describehow to calculateX;1. Let
(04, 0;) be a pair of neighbouringregionsin K;. The
Koepfleret al. criterion for meiging this pair is that the
functional (2) be decreasedby doing so. In otherwords,
themering criterionis that E(K'\90(0;, 0;)) — E(K) < 0
whered(0;, 0;) is thatpartof theboundaryK which sep-
aratesO; andQ;. In [5], it wasshavn thatan equivalent
criterionis thatA > ¢(0;, O;) where

_ 10105 (i —u;)?
c(0;,05) = 10i] + |(J)j| Z(B(Oi,(])j))' ©)

Here|O;| and|O;| denotethe areasof O; andO;, andu;

andu; arethe averagevaluesof g on O; andO;, respec-
tively. We refer to ¢(0;,0;) asthe merge cost for the
pair (O;,0;). Clearly then, the desiredvalue of A;41 is
the minimum merge costamongsall neighbouringpairsin
K;. Furtherthesegmentationk’;;; is obtainedrom K; by
meming the pair with the minimummeige cost.

Thusthe idea underpinningFLSA is to maintaina list
of all potentialregion meigersandto calculatethe associ
atedcostsaccordingo (5). At eachstepof thealgorithmthe
cheapestergeris performed.Thismegingprocessontin-
uesuntil thedesiredstopping lambda, Ay, is reachedthat
is, until all mergecostsaregreaterthan)y,). We shouldre-
mark herethat choosingthe correctstoppinglambdais an
importantquestionand althoughthe paper [5], suggested
oneanswer we believe a bettermethodis needed.An ex-
ampleof the outputof FLSA is shovn in Figurel.

In orderto describeour improvementgo FLSA we will
needto briefly delve into its efficient implementation,as
presentedh [5]. Theimplementatiordepend®n maintain-
ing two mainlists: theregion list R = R;, R, R3,... and
theregion pair (or boundary) list B = By, Bs, Bs,. ...
Theregion pair list B is thelist of all potentialmemgersand
we describeit first. Its k-th entry refersto the k-th pair
of neighbouringegionsor equivalently, the k-th boundary
componenf the sggmentation. If O; andO; arethe re-
gionsconcernedhenBy, is of theform

By, = (4,4, bij, cij)s (6)

whereb;; = €(9(0;, O;)) is the length of the separating
boundaryandc;; = ¢(0;, O;) is the memge costasdefined
in (5). Thei-th entryof R refersto region O; andis of the
form

R; = (ai,us, N;, Py), (7

whereaq; istheareaof O;, u; isits averagegray-scalevalue,
N; = {0;,,...,0;} is thelist of neighboursof O;, and



(a) Originalimage

(b) FLSA sggmentation

(c) SLBM segmentation

Figure 1. Segmentation of the image used by Koepfler etal. in [3]. The optimal locally best merge

(OLBM) algorithm segmentation
and so is not illustrated.

P; = {pi,,...,p; } is thelist of correspondingair setin-
dicesfor theneighboursSortingthe completdist 5 to find
the cheapesieige costis cumbersomandinsteada third
list £, calledthe merge cost list, is introduced.It consists
solely of the memge coststogethemwith theirindex in B.

FLSA is thena processof finding the cheapesimemge
costin &, performingthe megeandupdatingall threelists.
This canbe doneefficiently asfollows. First, £ is sorted
usingred-blacktrees. Secondthereare simple updatefor-
mulae(including (5)) for all the quantitiesinvolved,seg[3]
and[5]. Third, theregionandboundarycomponentsvhich
are affectedby the meme are easilyfound usingthe com-
plex linking betweerthelists wherebytheentriesin B refer
to indexesof R andvisa-vesa Full detailsare givenin
[5]. Herewe merelycommenthatif O; andO; arebeing
memgedthenthelists V; and N; tell us which regionsare
neighboursandthelists P; and F; tell uswherethe corre-
spondingooundarycomponentare. Furtherit is only these
regionsandboundarycomponentsvhich areaffectedby the
meigeandneedupdating.

4. Optimal locally best merging (OLBM)

Despitetheuseof red-blackirees sortingthe meigecost
list £ is still the mostexpensve computationaklementof
FLSA. Thelist canbe very long (for a rectangulaimage
it is initially approximatelytwice the numberof imagepix-
els)andit needsresortingeachtime a memeis performed.
Moreover, in generalaftereachmerge morethanoneentry
will beoutof place.In this sectionwe reportonanew idea

is the same as the full A-schedule algorithm (FLSA) segmentation
In both cases the stopping lambda Xy was chosen so that 200 region remain.

which reduceghe sizeof £ andtherebymakesthe sorting
processnuchmoreefficient.

Our ideais that, sincea region memge operationonly af-
fectsthe memge costsin alocal area,it makessensdo sort
the affectedmerge costsfirst andthenonly enterthe best
(cheapestpnesinto the memge costlist £. In orderfor this
ideato work though,somecareis neededn definingwhat
is meantby a locally bestmeige. We needto ensurethat
the setof locally bestmemesis easilyupdatecandthatthe
globally bestmemgeis included.To do this, we first needto
be preciseaboutwhatis meantby bestandglobally best.

Given a setof potentialregion memges,the best merge
is the one with the smallestmerge costand given a seg-
mentation the globally best merge is the bestamongstall
possiblemerges. We resohe the ambiguityin the caseof
tied memge costsby choosingthe best merge to bethe one
with the smallestindex in the region pair list B. We can
now give our main definition. We saya neighbouringpair
of regions(0;, 0;) is alocally best merge if it is the best
memgein thesetof all mergeswhichinvolve eitherO; or O;
(or both). Theideabehindthe OLBM algorithmthen,is to
prunethe memge costlist £ sothatit only containslocally
bestmemes.lt is clearfrom the definitionsthattheglobally
bestmemge is not removed by this pruning processand it
follows thatthe OLBM algorithmwill produceexactly the
samesggmentationgasFLSA.

As an indication of the savzings the OLBM algorithm
leadsto, obsenrethatat ary stagein the sgmentatiornpro-
cessthe number of locally best meigesis at most half
the numberof regions (since eachlocally bestmemge ac-
countsfor two regions), whereaghe total numberof pos-
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Figure 2. A comparison of the computation times for the full A-schedule algorithm (FLSA), the optimal
locall y best merge (OLBM) algorithm and the sync hronous locall y best merge (SLBM) algorithm.

sible memesis greaterthanthe numberof regionslessone
(sinceeachmemereduceshenumberof regionsby oneand
meiging cancontinueuntil only oneregionis left). Thusby
usinglocally bestmergesonly, we areguaranteedf atleast
halvingthesizeof the& list.

It only remainsto shown that the locally best memges
are easilyfound and hencethe prunedmeme list is easily
updated. Returningto the definition, it is evident that if
(0;,0;) is alocally bestmemgethenO; is the bestneigh-
bour for O; to memge with andvisa-vesa. It follows that
we canfind all thelocally bestmeigesby first scanninghe
list of regionsandfor eachonedeterminingts bestmerging
neighbour By reviewing the list andlooking for instances
wherethe bestmerging neighbourof aregion sayslik ewise
thattheoriginalregionis its bestmeme,we canfind all the
locally bestmerges.Notethat,while this providesthethink-
ing behindour implementationwe make the searchmuch
moreefficient by usingour linkeddatastructuresk andB.

Ourimplementatiorof OLBM requiresanextravariable
in eachentryof theregionlist R andtwo flagsin eachentry
of theregion pairlist B. Thustheentriesnow have theform

(8)
9)

The new item, bestp, in (8) recordstheindex in B of the
pair (O;, Or) whereOy, is the bestmerge for O;. Region
Oy, is found by usingthe list P; to searchthe memge cost
informationin B for O;’sbestmeme.

Thenew item, eflag;;, in (9) recordswhetheror not the
pair (0;,0;) is alocally bestmemge and henceis usedto
maintainthe prunedmeme costlist £. It is setwhenboth

R;
By

(ai, us, Ny, P;, bestp)
(4, J, bij, cij, bflag;;, eflag; ;).

0; andO; saythe otheris its bestmerging neighbour To
helpperformthis check,we usetheothernew item, bflag, ;,
in (9). This secondflag is setwhenat leastoneof O; and
O, saystheotheris its bestmeige. Notethatif bflag;; is set
but eflag;; is clearedthenonly oneof O; andO; is saying
the otheris its bestmeme. In this case,we canonly tell
which onethatis by examiningbestp andbestp.

We now describenow the OLBM algorithmupdateghe
newv quantitiesafter each meige operation. Fortunately
thesenew updatesare essentiallyindependenbf the old
onesand we do not needto discussthe full details of
FLSA. In thefollowing, we assumehe regionsQ; and0;
arebeingmemedto form O;; andthe FLSA updateshave
alreadybeendone.As with FLSA we make gooduseof the
linking in our datastructurego obtainspeedandefficiency.

OLBM Extension of the FL SA Algorithm
1. UseP;; to process);;’'s neighbourd)y, asfollows:

(a) Usebestpfor Oy, to find its old bestmerge,O,..
(b) If O, = O; or O, = O; thenthe FLSA updates
ensurgOg, O,) = (O;5, Og), s0:
i. Clear bflag for the pair (O;;,0%). (Since
(04, O;) waslocally besteflag is not set.)

ii. Completelyrecalculate0;’s bestmemge by
usingP;, to scanthememecostsof its neigh-
boursandlet O, bethecheapest.

iii. Setbestpfor Oy equalto the pair setindex

of thepair (O, O).
If bflag for the pair (O, O;) is clearedthen
setit andseteflag otherwise.



(c) If O # O; andO, # O; thenseeif Oy; is a
bettermemgefor Oy thanO,.. If so,then:

i. Cleareflag for the pair (O, O,.) if it is set
andclearbflag otherwise.
ii. Setbestpfor Oy equalto the pair setindex
of (Oi;, Ok).
iii. Setbflag for thepair (O;;, Oy).

2. Processheregion O;; asfollows:

(a) UseF;; tofindingits bestmeme, O;.
(b) Setbestpfor O;; equalto theindex of (O;;, O¢).

(c) If bflag for the pair (O;;, Oy) is clearedthenset
it andseteflag otherwise.

This completesour descriptionof the OLBM algorithm.
Evidenceof thedecrease computatiortimeit affordsover
the FLSA algorithmis showvn in Figure2. While suchre-
sultsvary dependingon the natureof theimagebeingseg-
mentedwe have found that acrossa wide rangeof image
types,the computatiortimesof OLBM areconsistentlyan
orderof magnituddessthanthoseof FLSA.

5. Synchronous locally best merging (SLBM)

The meme cost(5) canbe thoughtof asmeasuringhe
significanceof the differencebetweenthe pair of regions
(0;,0;). The smallerthat differenceis, the smallerthe
memge costandvisa-vesa It follows that the regionsin
a locally best meming pair are separatedoy the locally
leastsignificantimage structures. Consequentlywe pro-
posethesynchronouslocally best merging (SLBM) algo-
rithm wherebyall locally bestmemgesareperformed*syn-
chronously’ratherthansequentially By “synchronously”,
we mean“at the sametime”.

Sinceour SLBM algorithmis designedor a serialcom-
puterwe don’t actually executethe memgessynchronously
Instead,we obtainthe sameresultby maintaininga queue
containingall thelocally bestmemgesandwe work our way
throughit sequentially Obviously this can be donein a
batchfashion: the queueis filled with all the currentlo-
cally bestmemes;it is processedintil empty;andthenit is
re-filled with the new batchof locally bestmemgesandso
on. Surprisinglythough,this canalsobe donein a continu-
ousfashionashappensvith OLBM. In fact,only two main
changesreneededo corvert OLBM into the SLBM.

Thefirst changas thatin placeof thememelist £ which
is sortedaccordingto meige cost,we usea queue@ which
is sortedaccordingto “time of arrival”. As with OLBM, a
neighbouringpair of regionsis addedto Q if andassoon
asits eflag is set. The secondchangeinvolves Stepi1c of
the OLBM algorithm. This stepis the only placein the
OLBM algorithm where the currentmerge operationcan

clear an eflag and hencedestry an existing locally best
memge. SLBM useshefollowing alternatve:

SLBM Adaption of the OLBM Algorithm

() If O, # O; andO, # O; thenseeif O;; is abetter
memge for O thanO,.. If soandif alsoeflag for the
pair (O, O,) is notsetthen:

(a) Clearbflag for thepair (O, O,.).
(b) Setbestpfor Oy, equalto theindex of (O;;, Oy).
(c) Setbflag for thepair (O;;, Og).

As with OLBM, the SLBM algorithmis run until all locally
bestmeme costsaregreatetthanthe stoppinglambda,\r,.

To prove thatthe SLBM algorithmworks, we needto
examine the changesto Step 1c more closely Instead
of always executing Steps1(c)i, 1(c)ii and 1(c)iii of the
OLBM algorithm, SLBM only executesthemif (O, O,.)
is not alocally bestmeme. This meanghatthe SLBM al-
gorithm never destrgs a previously existing locally best
memge which was our aim. However, it also meansthat
SLBM allows someof the variablesbestp bflag andeflag
to becomecorrupted. Clearly, the immediatecorruptionis
repairedwhenthe memge (O, O,.) finally takesplacesince
thenthe corruptedcomponentgitherbecomeredundanbr
arere-calculated.To completethe proof, we alsoneedto
checkthatthe corruptiondoesnot spreadn the meantime.
While thisis nottrivial, the detailsarestraightforwardand
we omit themdueto alack of space.

From the timing datain Figure 2, it can be seenthat
SLBM is fasterthan OLBM and from the segmentation
resultsin Figure 1 it can be seenthat SLBM hassimilar
accurag. Objectively assessingiccurag requiresthe use
of benchmarksegmentationproblemsand properaccurag
measuredVe hopeto do this in the future, but for the mo-
ment,ourempiricalresultssuggesthatSLBM is notalways
asaccurateasOLBM.

Oneway of limiting theerrorsSLBM malkesis to stopit
earlyandfinishwith OLBM. We have hadgoodresultswith
this approach Anotherway is to useKoepfleret al.’s trick
of introducinga lambda-schedule.We have not tried this
yet. However, SLBM producesgood segmentationswith-
outalambda-scheduleandhenceis a betteralgorithmthan
Koepfleretal.’s. If aschedulevasto be usedwe expectit
would not needto beverylong.

6. An advantage of SLBM

We claim that in generallocally bestmemgeswill be
“common” and“spreadevenly” acrossmages. This claim
canbejustified by consideringchains of best merges. By
this we meana sequencé&);, Oz, Os, . .. suchthatO;4, is
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(a) Originalimage

(b) OLBM segmentation

(c) SLBM-OLBM segmentation

Figure 3. Segmentation of a difficult image. Since the diff erences between the regions lie only in the
noise variance , the Mumford-Shah functional is not suitab le and the MAP functional of [1] was used
instead. In (c), SLBM was only used in the initial stages and the process was completed with OLBM.

the bestmerming neighbourof O; for all ;. It is nothardto

prove that eachchainendsat a locally bestmermge. More-

over, as a chain lengthensthe memge costsdecreaseand
so the chainis unlikely to crosssignificantimagebound-
aries.Thisjustifies(if notproves)ourclaim. It followsthat,

SLBM will tendto spreadregion growth “evenly” across
images We explain why this featureis desirablenext.

In recentwork, [1], it was showvn that a Bayesianset-
ting can be usedto re-interpretthe Mumford-Shahfunc-
tional. This settingleadto a MAP functionalfor segmen-
tation which takes accountof region variancesas well as
meanslt wasfurthershown thatthe FLSA algorithmcould
be usedto approximateits minimisers. The only change
requiredis to replacethe merge costformula(5) with

«(01,0;) = |0ij]10g o3; — |Oi]log o} —|0;|log o}
2£(0(04,0;))

where ¢? is the variance over region O; of the noise
e(z,y) = g(z,y) — u(z,y). However, poor varianceesti-
matedor smallregionsmeanthealgorithmdid notperform
well. Similar problemswerenotedin [2].

In [1], ahybrid updateformulaewassuggestedor deal-
ing with this problem. We have sincefound a morecorve-
nientmethod.lt involvessimply initialising the singlepixel
regionvariancesat somesmall positive value. Thevariance
of eachmemgedregion O;; is thenestimatedrom thoseof
0; and O; using the standardupdateformulae for com-
bined samples. Furtherhelp is provided by using SLBM
to initialise the sggmentationprocess seeFigure (3). We
surmisethatthe explanationis SLBM'’s tendeng to spread
regiongrowth “evenly” acrossmages.

7. Conclusion

The OLBM algorithm affords an order of magnitude
speedncreas@ver FLSA while producingexactlythesame
segmentationsThe SLBM algorithmoffersafurtherspeed
increasebut with someloss of accurag. Unlessspeedis
critical, werecommendLBM beusedonly to initialise the
sgymentationprocess.On the up side, SLBM helpsover-
comeinitialisation problemsfor MAP functionals. On the
down side, it involveschoosingan additionalparameteto
specifywhenSLBM shouldstopandOLBM continue.
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