Combining Color, Contour and Region for Face Detection
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Abstract

In this paper, we propose a novel contour-region face detector based on the modified committee method. The detector fuses results from a face-contour-based classifier and a facial-area-based classifier, both of which are a SVM (Support Vector Machine). The former is used to identify face contour pattern, and the latter is aimed at discriminating facial area and non-facial area. A skin-color filter is adopted to accelerate the detection. Through serial and parallel fusion of multiple cues, a robust face detection algorithm is implemented through the complementarity of color, contour and region.

1. Introduction

To implement a successful facial analysis system, the first essential step is to detect face automatically, accurately and rapidly. Moreover, face detection can provide useful information for indexing video and image databases.

Although face is one of the most common patterns in the cognitive world of human beings, it is not an easy task for computers to automatically detect faces in static images or video sequences. Such difficulties lie mainly in the following aspects: the unknown size and number of faces in images, the diversity of facial poses and expression, the variety of lighting conditions and the complexity of background.

In the last decade, much effort has been devoted to solving these difficulties [1-10]. Generally, a face detection algorithm can be considered in a general hierarchical framework that detects object areas and decreases redundancy in images step by step as illustrated in Figure 1. The first step is to select candidate face areas in an image (Step ①). Then a face detector is adopted to determine whether a candidate face area really contains a face (Step ②). These first two steps are often repeated in order to facilitate multi-scale detection as a solution to the problem of uncertainty of face size (Step ③). The final detection result is derived by fusing the output of the above steps (Step ④).

As the location of faces is unknown, exhaustive search over the whole images is frequently performed. To fulfill a real-time algorithm, multi-resolution scheme [1], contour [2], position of facial feature points [3-5] and color filter [6,12,16] are adopted in order to speed up search. Step ②, in which a sub-image is judged as face or non-face, plays a most important role. Some researchers adopted rule-based judgment [1,2,4]. Various face templates were constructed based on color [6], shape [7] or region [8] information. Most researchers took facial area as a special pattern and trained a two-class classifier to make decision in Step ② [9-16]. Texture analysis [9], wavelet analysis [10,11], clustering projection [12] and moment [13] were frequently adopted as feature extraction schemes. The widely adopted classifiers are SVM [13,14] and neural network [12,15,16].

Although pattern classification based methods are more robust to the diversity of faces compared with rules or templates based methods, it is hard to find a sufficient number of non-face samples to train a classifier, and there are patches of natural scene that looks like facial...
area (see Figure 3 in [11] for an example). It is even impossible for human to decide whether such patch is facial area or not. In reality, one seldom performs face detection just according to facial area. They rely on multiple cues that result in the final highly accurate detection. The contour of head or face is one important cue as well as the facial area. Based on such observation, a contour-region face detector is established in this paper by fusing the outputs of a face-contour-based classifier and a facial-area-based classifier. A skin color filter is adopted to speed up search.

The overall scheme of the proposed algorithm is shown in Section 2. In Section 3, a detailed introduction to the proposed contour-region face detector is given. Experimental results are presented in Section 4.

2. Framework of the proposed algorithm

Our face detection algorithm is also based on the general face detection framework shown in Figure 1. Search over the whole image in multiple resolutions is performed to cope with the unknown size and number of faces. Sub-images around or inside skin regions are candidate faces. Each candidate is judged as face or non-face by the contour-region face detector. The proposed algorithm is illustrated in Figure 2.

First, we adopt a skin filter to limit the search area in images. The adopted skin filter is based on our previously published skin detection algorithm [17]. This skin-filter is based on a skin color distribution model combined by two fuzzy membership functions on \( rg \) (the normalized RGB color space).

![Skin color filtering](image)

3. Contour-region face detector

Face detector serves to judge whether a candidate region is face or non-face. It is the most essential part in a face detection algorithm.

The proposed contour-region face detector is based on the modified committee method [18]. The inputs of the contour-region face detector are outputs of a face-contour-based classifier and a facial-area-based classifier. The feature vector of the former is extracted from edges around facial area, and that of the latter is obtained from the facial area. Because it is hard to obtain enough negative samples for either the facial-area-based classifier or the face-contour-based classifier, SVM, which can minimize the structure risk under small training sets, is selected as classifier for both.

3.1. Face-contour-based classifier

In general, the shape of face or head can be viewed as an ellipse, so the contour of face or head forms a semi-ellipse in a well-detected edge image. Such contour information has been adopted in much previous work for face detection [2,8].

In our work, the feature of edges inside an elliptical ring is explored as feature of face or head contour. As shown in Figure 3(a), the contour of face or head can be nearly encircled by two ellipses of suitable aspect ratio. The elliptical ring is viewed as a pattern, and the face-contour-based classifier serves to identify whether it is face contour or not. A 9-dimensional feature vector is extracted based on edge points inside the ring.

We divide a ring into eight equal bins according to the angles. The number of edge points inside each bin is
accumulated. Through normalizing these eight numbers with the perimeter of the ring and total number of edge pixels inside the ring, we obtain eight elements of the feature vector. They reflect density of the edge points distributing along the elliptical ring.

\[ |\phi - \psi| = \frac{\pi}{2} \]

\[ z = \frac{1}{N} \sum_{i=1}^{N} \left| |\phi_i - \psi| - \frac{\pi}{2} \right| \]

Let \( a \) and \( b \) be the length of long axis and short axis of the outer ellipse of the elliptical ring respectively. For an arbitrary edge points \( B(x_i, y_i) \) inside an elliptical ring (see Figure 3.(c)), we could obtain \( \phi_B \) through edge detection. If we assume that \( B \) locates on an ellipse with the same aspect ratio as the outer ellipse of the ring, \( \psi_B \) can be calculated according to Eqn.(3).

\[ \psi_B = a \tan \left( -\frac{b^2 x_i}{a^2 y_i} \right) \]  

Thus, we could obtain the 9th element of the feature vector according to Eqn.(2). It can be regarded as a kind of average accumulated error of edge points. Such error reflects the likeness of an edge point as a point on an ellipse.

With the obtained feature vectors on training sets, a SVM is trained as the classifier.

The contour-based classifier is simple and less time-consuming. But the correct detection heavily relies on the edge detection algorithm, which often has several parameters to adjust. In addition, crowded background and elliptical shape like objects in background will deteriorate the algorithm. Hence, the contour-based detection has relatively poor adaptation ability.

### 3.2. Facial-area-based classifier

The facial area possesses great homogeneity in the distribution of facial features. As shown in Figure 4.(a), the facial area is regarded as one spatially well-defined pattern [15]. It is natural to design a classifier to identify face and non-face. The adopted facial-area-based classifier serves to classify any square patch of image as face or non-face. It is a verification problem.

Preprocessing of the patch is performed before feature extraction. First, a given square patch is normalized to 20*20, and then it is masked to avoid possible influence of non-facial area. Finally, the brightness is adjusted with histogram equalization in the remaining part. An example is shown in Figure 4.(b).

After preprocessing, the gray values of pixels inside the unmasked area are extended to a feature vector of 360 dimensions. A SVM is trained as a classifier. The adopted facial-area-based classifier is with the similar idea as the detection algorithm of Osune et al [13]. The difference lies in the selection of the kernel function of...
SVM. While Osune et al. took the polynomial function, we adopted the radial basis function.

There are also obstacles with the facial-area-based classifier. As mentioned in Section 1, the facial area is easy to be confused with natural scenes. Another difficulty is the representation ability of negative samples.

### 3.3. Fusion algorithm

As we all know that one obtains knowledge not just through edge, color or region, fusion of multiple cues is often involved in visual perception. We try to adopt the modified committee method to fuse the face-contour-based classifier and the facial-area-based classifier. The modified committee method is as follows:

Assume there are \( M \) classes \( (C_1, C_2, \ldots, C_M) \) in the sample spaces \( A \). And there are \( K \) classifiers \( e_i(x) \) \((k=1, \ldots, K)\), the output of each classifier is shown in Eqn.(4)

\[
T_k(x \in C_i) = \begin{cases} 
1 & (e_i(x) = i \text{ and } i \in A) \\
0 & \text{others} 
\end{cases} \quad (4)
\]

To classifier \( k \), a confidence \( R_k \) is assigned according to Eqn.(5)

\[
R_k = \frac{P_i}{1 - N_k} \quad (5)
\]

where \( P_i \) and \( N_k \) denote the recognition rate and rejection rate of classifier \( k \) respectively. Let

\[
T_k(x \in C_i) = \sum_{k=1}^{K} R_k \cdot T_k(x \in C_i) \quad (6)
\]

The final decision is given with Eqn.(7)

\[
E(x) = \begin{cases} 
j & T_k(x \in C_j) = \max_i T_k(x \in C_i) > \alpha \\
M+1 & \text{others} 
\end{cases} \quad (7)
\]

where \( \alpha \) is the threshold.

In practice, we directly take the outputs of the two SVM classifiers as inputs to the fusion module. With the adoption of the empirical confidence, the fusion between the two classifiers can be performed with the modified committee method.

In the proposed algorithm, fusion takes place between the facial-area-based classifier for a candidate facial area and the face-contour-based classifier for the best matching elliptical ring. The best matching elliptical ring is determined through comparison among 4 elliptical rings with the same aspect ratio as that of the average head size around facial area. The relative position between the facial area and the 4 candidate elliptical rings is sufficient to adapt to the general change of head pose.

### 4. Experiments and Analysis

#### 4.1. Training of classifiers

Three classifiers are trained in our system. To train the face-contour-based classifier, 924 positive samples and 3,194 negative samples are adopted. 2,304 positive samples and 3,000 negative samples are obtained to train the facial-area-based classifier. We select the radial basis function as the kernel function of both SVM classifiers. The confidence in the fusion classifier is adopted through performing the face-contour-based classifier and facial-area-classifier on two manually obtained test sets.

#### 4.2. Experimental results

We tested the proposed algorithm on three different sets of color images A, B and C collected by ourselves. The images are either scanned, or captured with CCD and digital cameras. The test images are taken under a wide variety of conditions.

Set A contains 924 manually well-cut head images and 3,198 randomly cropped non-head images of animal and scene with aspect ratios similar to that of head. We test the performance of the three classifiers (FCBC: face-contour-based classifier; FABC: facial-area-based classifier; FCRC: integrated contour-region classifier) on Set A respectively. The test results are listed in Table 1, which shows that the FABC is more reliable than the FCBC, while the fusion of the two classifiers further improves the correct recognition rate.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>FCBC</th>
<th>FABC</th>
<th>FCRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>False reject #</td>
<td>154</td>
<td>55</td>
<td>29</td>
</tr>
<tr>
<td>False accept #</td>
<td>284</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>Rate of Error</td>
<td>10.6%</td>
<td>1.6%</td>
<td>0.7%</td>
</tr>
</tbody>
</table>

The performance of the proposed face detection algorithm is also evaluated on Set B and Set C that are composed of natural images containing faces. The total number of candidate face regions produced by skin color filter, the total number of faces genuine in the set, the correct detection rate and the number of false detections are recorded in Table 2, where the correct detection rate is the ratio between the number of correctly detected faces and the total number of faces, and a false detection means that a non-face candidate region judged as a face.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>FCBC</th>
<th>FABC</th>
<th>FCRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>False reject #</td>
<td>154</td>
<td>55</td>
<td>29</td>
</tr>
<tr>
<td>False accept #</td>
<td>284</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>Rate of Error</td>
<td>10.6%</td>
<td>1.6%</td>
<td>0.7%</td>
</tr>
</tbody>
</table>

Because much face analysis research involves indoor images, we evaluate the performance of the proposed algorithm on Set B composed of such images. In Set B, the size of facial area ranges from 25*25 to 120*120, and for each image we perform search on 4 or 5 levels of resolution.

The 46 images in Set C are much more challenging for the face detection algorithm. They are images either taken under crowded outdoor background, or containing
multiple persons with different sizes of heads and small sizes of faces (as small as 22*22). Some examples are shown in Figure 6. The detection results on both sets are summarized in Table 2.

### Table 2. Detection results on Set B and Set C

<table>
<thead>
<tr>
<th></th>
<th>Set B</th>
<th>Set C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total # of candidate face regions</td>
<td>13,259</td>
<td>484,856</td>
</tr>
<tr>
<td>Total # of faces</td>
<td>78</td>
<td>145</td>
</tr>
<tr>
<td>Correct detection rate</td>
<td>96.2%</td>
<td>91.0%</td>
</tr>
<tr>
<td>False detection #</td>
<td>4</td>
<td>55</td>
</tr>
</tbody>
</table>

From Table 2, we see that the proposed algorithm obtains a high accuracy of 96.2% on Set B and 91.0% on Set C respectively. For Set B, a total number of 13,259 candidate face regions were produced by the skin color filter, 13,076 of which are rejected (i.e. they are considered as containing no face), and the other 183 are accepted. The number of false rejects and the false accepts are 50 and 25 respectively. So the overall error rate of the integrated contour-region classifier is as low as 0.6% (=75/13259). Without taking into account search on very small scale, the average detection time is no more than 1 second for images in Set B, so the proposed algorithm is fast enough for face detection. Although the proposed algorithm has 55 false detections in Set C, in comparison with the 484,856 sub-images being searched, it is still a small number.

Some sample detection results are shown in Figure 5 and Figure 6. The small white rectangle frame shows the position of facial area, and the bigger one shows the range of the face contours.

Figure 5 (a)-(c) shows several detection results of images in Set B. It can be found that the proposed algorithm has considerable tolerance to in-plane and out-plane rotations of head. Detection results of sample images of Set C are showed in Figure 6 (a)-(c). It can be seen that the proposed algorithm can detect faces of different size in the same image. The false detection can be eliminated in the followed process in face analysis. We have analyzed the missed faces, some of them are lost in arbitration phase, and few are due to the failure of the proposed detector. Improving the arbitration scheme and the searching scheme will obtain better result.

### 5. Conclusion and future work

In this work, a novel face detection algorithm has been presented which combines color, contour and region information. Performing detection through combining multiple-cues is in accordance with the mechanism of the biological perception system. The adopted color filter speeds up the algorithm through decreasing the search region. The proposed contour-region face detector improves the correct detection rate and results in more precise detection through complementarity between the face-contour based classifier and the facial-area-based classifier. The performance of the facial-area-based classifier can be improved further through bootstrapping training to the SVM classifier. Applying optimization search in the parameter space of the ellipse is another potential research direction that will improve the face-contour-based classifier.
Figure 6. Several detection results on Set C
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