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Abstract

To identify people’s faces from various directions, we
propose a novel method that distinguishes people using a
combination of face direction estimation and face
recognition. Both the face direction estimation method
and the face recognition method are appearance-based
methods that use a linear discriminant analysis on the
same features, the Four-Directional Features. Since these
methods are constructed on the same framework, it is
easy to combine them and extend the variable range of
face directions. Our method consists of two hierarchical
processes: the first is face direction estimation, and the
second is face recognition. Estimating the face direction,
we can use the face recognition discriminant space by
limiting the range of face directions. Limiting the face
direction can strengthen a face recognition discriminant
space. Using the face recognition discriminant spaces
extended the range of the face directions estimated, a
total accuracy rate of face recognition was improved.
Experiments showed that our method performed at an
accuracy rate of 97.6 % for 105,000 images using 150
subjects and 35 different face directions in the range of
±45 degrees horizontally and ±30 degrees vertically.

1. Introduction

Recently, “intelligent environments” have been
developed which can assist humans in accomplishing
specific tasks by identifying a person, estimating gaze
points, and determining individual attributes to examine
their desires and current status [1, 2, 3]. These
environments integrate many computer vision
technologies to detect, track, and identify people [4, 5],
recognize gestures [6], detect gaze points [7], and interpret
human behavior [8]. In particular, face recognition
methods that can distinguish many people in various
poses are required in intelligent environments. This is
because humans can move and face any direction in a
room. In a typical office, for example, there exist several
people including visitors. Although the type and number
of people are unspecified, the system should recognize
them as precisely as possible. This technology could be
useful for security systems, surveillance systems, and
appliance interfaces.

Some methods of face recognition based on PCA
(Principal Component Analysis) and LDA [9, 10, 11, 12]
have demonstrated the power of appearance-based methods
in accuracy. However, these methods can only be
performed reliably using the frontal view of the face.

To recognize non-frontal views of the face, several
approaches are proposed. Georghiades et. al. [13]
presented a generative appearance model and demonstrate
its usefulness for image-based rendering and recognition.
Murase and Nayar [14] have used PCA for solving the
general problem of object recognition and pose estimation.
Kurita [15] proposed a viewpoint-independent face
recognition method using a mixture of viewpoint-
dependent classifiers. This research has created new
approaches and reported good results, however they only
experimented on a fixed number of face directions using a
small number of people (about 10 persons or less). It is
expected that the accuracy rate decreases as the number of
people and variations of face direction increase.

In this paper, we propose a hierarchical appearance-
based method that identifies people using a combination
of face direction estimation and face recognition. Our
method uses linear discriminant analysis (LDA [16]) on
“Four-Directional Features (FDF)” [17]. The proposed
method estimates the face direction and then recognizes
faces from the limited face directions. Since this
technique is appearance-based, it can easily be extended to
identifying categories of objects that are arranged in a
well-defined configuration, such as faces, face directions,
objects, and hand-signs [17]. In addition, multiple
hierarchical processes have the capability to classify
objects in detail.

To evaluate the performance of our method, we
constructed a facial database that consists of 105,000
images using 150 persons and 35 different face directions
in a range of ±45 degrees horizontally, and ±30 degrees
vertically. The experimental results of our method are
shown using this facial database.

2. Recognition method

We have proposed a face direction estimation that uses
LDA on the FDF method [21]. We also used FDF that
can achieve a high recognition rate for face recognition
[17].
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In this section, we describe our principal recognition
methods with regard to face direction estimation and face
recognition. First, we introduce the face detection method.
In order to estimate facial direction and recognize faces,
our method detects the facial region by using color
information, and then extracts the FDF from that region.
Next, we explain the feature of the FDF and how to
extract these features. Finally, LDA applied to both the
face direction estimation and the face recognition is
presented.
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Figure 1. Color distribution

  (a) Original image      (b) color distance        (c) result
Figure  2 .  An e xample  of the  de te cte d skin
region

2.1. Skin color detection

Color information is useful to detect a human face in
various poses and from various viewpoints. Various
methods of face detection using color information have
been developed [19, 20]. To focus on face recognition
from a facial image in this paper, we reduce some
segmentation problems by enclosing the interior of the
room with blue curtains. However, to be more reliable
given individual differences and varying environmental
conditions in a room, we use the proposed method of face
detection using u and v values in the CIE-Luv color space
[17]. The CIE-Luv color space consists of lightness (L)
and chrominance values (u and v). Theoretically, the CIE-
Luv color system is as capable as humans in representing
the color distance between any two colors. Our method to
extract skin color regions is described as follows. Only
the skin colors of Asian subjects is considered in this
paper.

First, a two-dimensional histogram of u and v values
is made from the previous frame. From the two-
dimensional histogram, our method determines the

reference skin color. This is the color that covers the
maximum number of pixels within the range of skin
colors. Second, the u and v value of each pixel in the
input image is converted to the color distance from the
reference skin color. Finally, a histogram of the color
distance is constructed from the above results and then the
skin region is extracted by discriminant analysis.

Figure 1 shows the reference skin color and the color
distribution of the input image. Figure 2 shows an
example of the skin region detected with our method.
Figure 2(b) shows the color distance from the reference
skin color. The level of brightness denotes the distance
from the reference skin color. Dark areas indicate a close
match to skin colors. Figure 2(c) shows the results of the
detected face region.
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Figure  3 .  Four-Dire ctional Fe ature s (FDF)

2.2. Four-Directional Features (FDF)

FDF is one of the robust features to distinguish
patterns. Since FDF represents the edge direction
information in low resolution, it is robust against
deformation and noise and can be processed quickly.
Extracting FDF is performed as follows:

(1) By applying Prewitt’s operator in four directions,
vertically, horizontally and along both diagonals, four
edge images are constructed from the detected face region.

(2) Gaussian filters are applied to each edge image.
The images are then normalized to 8 × 8 pixel low-
resolution images.

(3) 256-dimensional feature vectors are made from this
set of four images.

Figure 3 shows an example of FDF. Converting four
edge images to low resolution has the advantage of
keeping the shape information better than directly
converting the original image.

2.3. Linear discriminant analysis (LDA)

LDA is used to construct a discriminant space in
which the within-class variance is minimized and the
between-class variance is maximized. Therefore, a pattern
can be classified to the optimum class using LDA. In this
linear discriminant analysis, the optimal coefficient
matrix A is obtained by solving the eigenvalue problem.
The optimal coefficient matrix A generates the best new
features from the primitive features. Let the number of
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classes be denoted by K. The dimension of the
discriminant space N is bounded by min(K-1, M), where
M is the dimension of the FDF. In this work, the
dimension M is 256 (4×8×8).

In the discrimination process, first, the feature vector
x̂i is transformed to yi through the coefficient matrix A.
Second, the distance Dik from yi to the mean vector yk  of

class Ck, where D y yik i k= − 2
, is calculated. Finally,

the result is decided to the class Ck whose distance is
minimum.

Within this framework, it can be easy to extend the
identification to categories of objects that are arranged in a
well-defined configuration, such as faces, face directions,
objects, and hand-signs.
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Figure 4. Multiple-camera system

3. Facial database

We have developed a multiple-camera system that
captures facial images from various viewpoints
simultaneously [18]. As shown in Figure 4, we arranged
14 cameras to gather facial images with various poses to
ease the subjects’ task. In this case, the subjects were only
required to look in front of them. Each camera is gen-
locked by a sync generator and a time code (VITC) is

superimposed on its output. The image data is input as a
640 × 480 pixels, 24-bit color image at a rate of 30
frames/sec., and then recorded onto the hard disk of each
of 14 PCs using motion-JPEG compression. Since the
main PC controls all client PCs connected with each
camera through Ethernet sockets, it is easy to operate the
multiple-camera system to capture images from the
different viewpoints of the cameras. The cameras can be
arranged at any position for their purpose.

Using the multiple-camera system, we constructed the
facial database to evaluate the performance of face
recognition for variations of persons and face directions.
The subjects sat on a chair, and then we made them face
given targets. In this paper, the facial data set consists of
150 people and 35 directions of faces per person. The
subjects’ ages vary from 15 to 64 years old. Figure 5
shows examples of male and female facial images with
intervals of five years. Figure 6 shows an example set of
images the 35 face directions of one subject: 30, 15, 0, -
15 and -30 degrees vertically, 45, 30, 15, 0, -15, -30, and
-45 degrees horizontally. We gathered images twice in
each direction in order to acquire the training data and the
test data for direction, a total 2×10=20 images were
recorded. The face database totals 105,000 (150×35×20)
images.

Figure  5 .  Example s of the  facial database

Figure  6 .  An e xample  se t of facial image s
with 35 face directions
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4. Combination of face direction estimation
and face recognition

It is expected that the accuracy rate of face recognition
decreases as the number of persons and the variations of
face direction increase. In this paper, we propose a method
that identifies a person using the combination of the face
direction estimation and of the face recognition.

To evaluate the validity of our proposed method, we
conduct three kinds of experiments. In the first
experiment, we test the performance for a variable number
of persons and the variation of face directions. In the
second experiment, we estimate the face direction for
unspecified persons. Finally, in the third experiment we
report the end result using our hierarchal method that
combines face direction estimation and face recognition.
 

4.1. Exp-1: Face recognition with a variable
number of people and face directions

Figure 7 shows the accuracy rates with a variable
number of people and face directions. In this experiment,
we analyzed the face recognition performance for range of
face directions, a small range, a middle range and a wide
range. D09 is a small range which consists of nine
directions of faces within the range of ±15 degrees in
vertical direction and ±15 degrees in the horizontal
direction. Thus, these facial images show near frontal
views of a face. D25 is a middle range which consists of
25 directions of faces within the range of ±30 degrees and
±30 degrees, and D35 is a wide range which includes 35
directions of faces. It was expected that the accuracy rate
would decrease as the number of persons and the
variations of face directions increased. In the case of D09,
our method achieved an accuracy rate of 99.5 % even if
the number of persons was 150. We confirmed that it was
easy to recognize a near frontal view of a face within ±15
degrees. The results suggest that limiting the direction of
a face can strengthen a face recognition discriminant space.
They also suggest that the accuracy rate of our method
decreases as the number of persons increases in the range
of face directions over ±30 degrees.

4.2. Exp-2: Face direction estimation

To evaluate the precision of our face direction
estimation method, we constructed three kinds of
discriminant spaces as follows:

3-dir.: 35 directions are divided into three columns.
7-dir.: 35 directions are divided into seven columns.
35-dir.: each of the 35 directions occupies a column.
Figure 8 shows the divided areas for face direction

estimation respectively. In this experiment, we divided
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Figure 8 . Classification for face direction

Table  1 .  Accuracy rate  of the  face  dire ction
estimation (%)

Classification 3-dir. 7-dir. 35-dir.

Specified persons 95.0 86.0 73.6

Unspecified persons 95.8 84.0 65.3

 
the areas vertically, because we assumed that there are
fewer different features between faces vertically than
horizontally. The experimental results are shown in Table
1. The accuracy rates of face direction estimation are
shown for “specified persons” and “unspecified persons”.
“Specified persons” signifies that images of a given
member of persons are used for the discriminant space as
training. The number of specified persons was 50. We
constructed three kinds of discriminant spaces from
17,500 training images. For the test data, we used 17,500
images for 50 specified persons, and 17,500 images for
the unspecified persons that consisted of 50 persons were
not included in the training data.

Experiments show that there are some differences in
average accuracy rates between the specified persons and
unspecified persons as shown in Table 1. Figure 9 shows
the accuracy rates by use of the three discriminant spaces.
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The classification of 3-directions has the highest accuracy
rate in this experiment, as shown in Figure 9(a). However,
it could only estimate 3 directions. In the case of 7-
directions, the frontal views of faces and both end views
of faces were distinguished with a high accuracy, as
shown in Figure 9(b). We assume that there is a large
difference between persons for the 30 degrees view of
faces. In the case of 35-directions, the accuracy rates of the
unspecified persons decreased, as shown in Figure 9(c-2).
In particular, the accuracy rates decreased when the
subjects looked down. We assume that the features of
these faces are lost dynamically.

From the results, we assume that the discriminant
space which was constructed from 50 persons has an
ability of face direction estimation for unspecified persons,
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and we also assume that it was difficult to estimate the
face direction exactly with our method.
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Table 2. Accuracy rate of face recognition

4.3. Exp-3: Combination of face direction
estimation and face recognition

From the experiments 1 and 2, we expect that the
combination of the face direction estimation and the face
recognition is effective. We propose a hierarchical method
that estimates the face direction and then recognizes faces
in the limited face directions. From experiment 1, we can
expect that the discriminant space constructed from the
limited variations of face directions has high performance.
However, our method could not estimate the face
direction exactly. Thus, there is a trade-off between the
accuracy rate of face direction estimation Rdir and the
accuracy rate of face recognition Rface. The overall accuracy
rate Rtotal is given by equation (1).

         R R Rtotal dir face= ⋅                (1)

Ordinarily, the hierarchical method intends to decrease
the accuracy rate through each process. In other words, the
overall accuracy rate can not exceed the accuracy rate of
face direction estimation. To solve this problem, we
construct the face recognition discriminant space by
making the wider than the range estimated by the face
direction estimation method. As shown in Figure 10, in
the case of 7-directions, the area FD4 represents 0 degree.
From the viewpoint of efficiency, face recognition
discriminant space is constructed within FD4. On the
other hand, the extended face recognition discriminant
space for FD4 covers FD3, FD4 and FD5.

We experimented on face recognition with 3-directions
and 7-directions. We compared the performance for the

                     Classification
Discriminant space

3-directions
/ (simulation)

7-directions
/ (simulation)

Regular Discr. Sp. 95.6 / (97.7) 93.6 / (98.6)

Extended Discr. Sp. 95.6 / (96.5) 97.6 / (98.3)
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regular and extended face recognition discriminant spaces.
Table 2 shows that the hierarchical method achieved over
93 % accuracy rate. This is higher than in experiment 1.
In total, 7-directions achieved the highest accuracy rate,
97.6 %, even if the accuracy rate of the face direction
estimation was 86 %. We also show the accuracy rates by
a simulation supposing that the estimation of the face
direction is correct. The difference between both accuracy
rates are less than 1 % in 7-directions. We assume that
our method performs well with the combination of face
direction estimation and face recognition.

5. Conclusions

We proposed a new method that identifies people
using a combination of face direction estimation and face
recognition. Our method is a hierarchical appearance-based
method that uses a linear discriminant analysis (LDA) on
Four-Directional Features (FDF). Using the estimation of
face direction, our method utilizes a face recognition
discriminant space that is constructed from the limited
variations of face directions. Combining the face direction
estimation and the face recognition, our method achieved
an accuracy rate of 97.6 % for a facial database containing
105,000 images: 150 people and 35 face directions.

Since the face direction estimation and face
recognition use the same framework, the available range
of face directions can be extended and that would be easy
to implement. We expect that our method could maintain
a high accuracy rate even when the available range of face
directions is extended.

The future work is to optimize the combination of
face direction estimation and face recognition, and then to
construct the optimum combination automatically.
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