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Abstract

In this paper we proposea methodto extract the cen-
ter pointbetweenheeyesor Between-the-Eyen realtime,
which can be a good clue in detectingother face featue
points. In this reseach, we put emphasion real-timepro-
cessing

First, a skin-colorregion is extractedas a face candi-
date Next, a circle-frequencyfilter, which we proposedbe-
fore, is appliedto this region to extract candidatepoints
for Between-the-Eyesnd also face rotation anglesin the
image plane at the candidatepoints. Ead de-mtatedlo-
cal patternat a candidateis compaedwith a templatepat-
tern of Between-the-Eyeghich is extractedfromanimage
databaseof 400faces,anda true candidateis selected.

We testedthe algorithmwith the facedatabaseandthe
false detectionrate was 1.5%. We implementedhe sys-
temon a PC with a PentiumIll 866MHzCPU. It ran at
27 frames/secondithoutany specialhardware.

1. Introduction

Gesturerecognitionis playing animportantrole in the
adwancemendf human-computeinteractionsinceit is pro-
viding a naturaland efficient interfaceto computers. For
head gesturerecognitionand/or face expressionrecogni-
tion, headandfacedetectionandtrackingin realtime are
thefirst steps.

We cantake different stratgyies for face detectionand
facetracking. Thisis basedon thefinding thatoncea face
is detectedthe tracking appearseasier In this paper we
proposeareal-timefacedetectionmethod.

Feature-basettacking approachesor real-time3D fa-
cial poseestimatiorarereportedn [4][11]. In thesepapers,
multiple featurepoints are tracked by templatematching
using a specialcorrelationprocessorand the information
is fed to a Kalmanfilter. Unfortunately the papersfail to
mentionhow the templatesaremade.Matsumotoextended

this systemto a stereovision configurationand developed
anew algorithmto make the systemmorerobustandaccu-
rate enoughto calculatethe gazedirection[7]. However,

templatepatternsstill needto be madefor eachfacebefore
tracking.Our goalis to treatthis subjectmoregenerally

The generalffacelocationproblemin animageseemsdo
have beensolvedusingskin-colorinformation[10][2][8].

In a typical faceregion, mary featuresare considered
for facedetectionsuchasthe eyesand/ortheir cornersthe
nostrils, and the mouth and/orits corners[3][9]. Among
them,the shapef the eyesand mouthcanchangedrasti-
cally accordingto facial expressionchanges.The nostrils,
in contrastarevery stable but the obsenablefaceorienta-
tionsrelative to the cameradirectionarevery limited. We
thereforbelieve thatthesefeaturesarenot suitablefor head
or facialgesturerecognition.

We try to startwith a partotherthanthe eyesor the nos-
trils or themouth.Whatis commonto mostpeopleandeasy
to find for awide rangeof faceorientations\e claim that
one possiblecandidateis the point betweenthe eyes. We
call this point “Between-the-Eyes”Between-the-Eyebas
dark partson both sidesincluding the eyesand eyebraws,
andit is comparablyrightontheupperside(foreheadand
thelower side(nosebridge). This characteristiseemso be
commonto mostpeople andit canbeseerfor awide range
of faceorientations Moreover, the patternarouncthis point
is fairly stablefor ary facialexpression.

We earlier proposedan image filter, i.e., the circle-
frequeny filter (CF-filter), to detect Between-the-Eyes
[5][6]. The CF-filter not only robustly extracts Between-
the-Eyeshut alsomary othersimilar characteristigoints.
This meansthat we have to selectthe true Between-the-
Eyesfrom amongseveral candidates. In previous works
[5][6], we tried to find eye-like regions on both sidesof
eachcandidatdo confirm Between-the-Eyeddowever the
conditionsfor theseeye-like regions ware too simple for
real-timeexecution.As aresult,theeye-bravs or otherhair
partswereoftentakenaseye-like regions.

In this paperwe proposeatemplatematchingtechnique



for selectinghetrueBetween-the-Eyefsom amongseveral
candidates.In general,a templatematchingtechniqueis
weakin objectrotations. With the CF-filter, however we
cangetnotonly anintensityoutput,but alsoa phaseangle
output. From this angleinformation, we cande-rotatethe
input imagearoundeachcandidatepoint. This enablesus
to useatemplatematchingtechnique.

We constructagraylevel templatefor Between-the-Eyes
from imagesof the ORL Databasef Faces[1]. Our algo-
rithm can detectBetween-the-Eyesorrectly for 394 face
imagesout of 400in the database Of specialnoteis that
theimagesaremonochromdandstill).

For realvideoimageswe utilize skin color information
for facecandidateaegion extraction. Our experimentalsys-
tem on a Pentiumlll 866MHz PC can process27 frames
per secondfor 320x 240 video imagestreamswithout ary
specialhardware.

In section2, we describethe circle-frequeng filter and
its applicationfor Between-the-Eyesandidateextraction.
In section3, we describeour templatematchingalgorithm
for selectingthe true Between-the-Eyesln section4, an
implementatiorandin section5, someexperimentakesults
aredescribedSection6 concludeghe paper

2. Circle-Frequency Filter and Between-the-
Eyes Candidate Extraction

Assumethat fy, (k =0, ..., N —1) arepixel valuesalong
a circle of radiusr centeredat (z,y). Then,the CF-filter
calculatesntensity f(x,y) andphaseangle¢(z, y) asfol-
lows.

N-1 2
flz,y) = (Z fkcos(47rk/N)>
k=0
N-1 2
+ (Z fe sin(47rk/N)> (1)
k=0
o(ey) = tan—t [ Zkoo fesinTR/N)) o
7 Zg:_ol x cos(4mk/N)

Here, f, goesfrom thetop (z, y — r) alongthecirclein the
counterclockwisedirection. Equation(1) givesthe spec-
trum power of the frequeng of two calculatedcby the dis-
creteFourier transformof dataseriesf;, andequation(2)
givesits phaseangle.

Between-the-Eyelsasdarkpartson bothsidesincluding
the eyesand eyebrows, andit is comparablybright on the
upperside (forehead)andthe lower side (nosebridge). If
wedraw acircle of acertainradiuscenterecat Between-the-
Eyes,we canseetwo cyclesof imageintensitiesalongthis

circle asbright — dark— bright — dark. Whenthe centerof
thecircle goesaway from Between-the-Eyeshetwo-cycle
patterngraduallycollapsesWe canthereforeexpectthein-
tensityoutputof the CF-filterto becoméehelocal maximum
at Between-the-EyesWhenanimagerotatesin theimage
plane,theintensityoutputof the CF-filter doesnot change.
This is a well-known Fourier transformcharacteristic.On
theotherhandjts phaseangleoutputshiftsexactlythesame
angleastheimagerotation.

Figure 1 shawvs anexampleof fis at Between-the-Eyes
(the white dot at the center). The radiusof the circle is 7
pixels, andthe 40 pixel valuesalongit are plotted on the
graph. The plot startsat the foreheadand goescounter
clockwise.Therearetwo cyclesof darkandbright.
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Figure 1. A plot of pixel values along a circle
centered at Between-the-Eyes.

Figure2 shawvs a CF-filteredimage(in intensity)of Fig.
1. To displayasanimage,the graylevel is normalized.At
the peripheral we cannotcalculateequation(1), sowe put
the outputasO, wherethe width correspondso the radius
of thefilter.

Figure 2. CF-Filtered image of Fig.1.

To evaluate the ability of the CF-filter in extracting
Between-the-Eyesandidateswe appliedit to faceimages
of adatabasél]. In thisdatabasetherearetendifferentim-
ageseachof 40 distinctsubjectslt is saidthat,for someof
thesubjectstheimagesweretakenatdifferenttimes,while
varying the lighting, facial expressiongopen/closedyes,
smiling/notsmiling), andfacialdetails(glasses/nglasses).
All of the imagesare 8-bit monochromeand92 x 112 in
size.

First, eachfaceimagewas placedover a large uniform
backgroundf graylevel 128 sothatequation(1) could be
calculatedat all points of the faceimage. After applying



a smoothindfilter with 5 x 5 averaging,a 1/4 sizeimage
wasobtainedby 1/2 sub-sampling.The reasorof the sub-
samplingwasbecause characteristipatternof Between-
the-Eyesstill remainedn thereducedmageandwasrecog-
nizable. With the smallerimage,we could apply a smaller
CF-filter, which is an advantagefor achievzing a real-time
systembecaus®f the shorterprocessindime.

To the smoothedreducedimage, a CF-filter with a ra-
dius of 7 pixels was applied. Among the local maximum
points of the filtered image,thosepointsin the lower 1/3
partwerediscardedvhereBetween-the-Eyeis notlikely to
exist. Thosepointswherethe phaseangleoutputwasover
+45 degreeswerealsodiscardedecauseave could not ex-
pecta lot of facerotations. Then,the top five pointswere
selectecascandidatesor Between-the-Eyes.

Next, we checled eachcandidateto seeif it wasin a
certainrectangulararea,which is depictedin Fig. 3. Its
bottom edgewason a line tangentto the bottom edgesof
theeyes,its width correspondetb the distancebetweerthe
eye cornersandits heightwasa half of its width.
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Figure 3. Area of Between-the-Eyes.

As aresult,in 398imagesout of 400,Between-the-Eyes
wasextractedasa candidate This shovedthe effectiveness
of the CF-filter in extracting Between-the-EyesFigure 4
shavs examplesof extractedcandidatesln somecasesless
thanfive pointsremain. Two casef failureareshawn in
Fig. 5. For nineotherimagesf thesamepersonsBetween-
the-Eyeswvassuccessfullyextracted.

3. Selection of Between-the-Eyes

To selectthe true Between-the-Eyeamongcandidates,
we apply a weightedtemplatematchingtechnique.ln gen-
eral, templatematchingtechniqueshave a weak point in
objectrotation. We cannotapply it in a simple mannerin
consideratiorof the inclination of the face. As mentioned
in the previous section the CF-filter outputsnot only inten-
sity valuesbut alsophaseanglescorrespondingdo rotation
angles.Thereforewe cande-rotateaninputimageat each
candidatgoint. After the de-rotationwe cancomparepat-
ternswith atemplate.

To make a templatepatternof Between-the-Eyeswe
usedthe above 398 faceimagesfrom the databasefrom
which our programcouldsuccessfullyextractBetween-the-
EyesasacandidateThecandidateselectiorwasdoneman-
ually, but de-rotationof eachimagewas doneby a pro-

Figure 4. Examples of faces and extracted local
maximum points from CF-filtered images.

Figure 5. Face images in which Between-the-
Eyes was not extracted as local maximum
points from CF-filtered images.

gram,and 33 x 17 pixel patternswere extractedfrom the
sub-sampledmages.Figure6 shovs someexamplesof ex-
tractedpatterns.

Then, the gray levels of eachsamplepatternwere nor-
malized so that the averagegray level was zero and the
variancewas 1. Symmetrypatternsto the vertical center
line wereaddedassamplepatternshecausehey werealso
Between-the-Eyepatterns. Next, we calculatedan aver
agepatternof 796 samplesandthe varianceat eachpixel
position. Figure 7 shows the averagepatternandthe vari-
ancepattern.To shawv the averagepatternasanimage,the
gray level wascorvertedsothatthe averagelevel was128
andthe standarddeviation was 64. To shav the variance
pattern,eachvaluewasmultiplied by 255. Of course both
patternsveresymmetrical.

Fromthe view point of the calculationload, the smaller
the template,the better We discardedthree columnson
both sidesof the patternbecauseheir variancesverevery
large. We also discardedthe top and bottom rows, be-
causethe patterncontinuedto retain the characteristicof
Between-the-EyesWe shouldevaluatethe right half and
theleft half independentlybecausdighting conditionsare
likely to be differentbetweenthe right andleft halves of
faces. Thereforewe discardedhe centercolumn, and di-
videdthe averagepatterninto symmetricleft andright pat-
terns. After all, we kepta 13 x 15 pixel patternfor theleft
template anda symmetrypatternfor theright template We
alsokeptthecorrespondingariancevalues.



Figure 6. Examples of extracted Between-the-
Eyes patterns from a database.
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Figure 7. Average pattern of Between-the-Eyes
and its variance with respect to each pixel.

The candidateevaluationprocesss asfollows.

1. Calculatethe phaseangleoutputof the CF-filter atthe
candidatepoint usingthe original resolutionimageto geta
moreaccurateotationangle.

2. De-rotatethe sub-sampledmage at the candidate
point,andthenextracta 27 x 15 pixel pattern.

3. Normalizethegraylevelsof theleft half andright half
independenthsothatthe averageis 128 andstandardievi-
ationis 64.

4. At eachpixel, calculatehesquareof thedifferencebe-
tweenthe templateandthe candidategray level, and mul-
tiply the inverseof the variance. Left-disparity and right-
disparityaresum-upof themof theleft half andright half.

5. If both of the disparitiesare lessthan a predefined
thresholdD, this candidatecanbe Between-the-Eyedf no
candidatesatisfieghis condition,the decisionis “Give-up”.

6. If only one candidatehasleft- and right-disparities
lessthan D, it is Between-the-Eyedf two or more candi-
dateshave suchleft- andright-disparitiesthe onethathas
the smallestotal of disparitiess Between-the-Eyes.

Figure8 shavs thenumbersof true detectionsgive-ups,
andfalsedetectionsvhenthe above evaluationprocessvas
appliedto the400faceimagesof the above databaseyhile
changingD from 150to 600.

Underthe severe conditionthat D is lessthan200, the
numberof give-upsis larger than that of true detections,
andthereis no falsedetection. As D increasesthe give-
up countdecreaseandthe true detectioncountincreases
monotonically Falsedetectionappearsait D = 250, but its
countdoesnotincreasesomuch. At D = 600, thenumber
of truedetectionsgs 394,thegive-upcountis 0, andthefalse
detectioncountis 6.

Candidatepatternsand selectedpatternsin the caseof
six falsedetectionsat D = 600 areshowvn in Fig. 9.
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Figure 8. Detection rate vs. threshold value.
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Figure 9. Examples of false detections.

4. mplementation

We implementedhe systemon a PC with a Pentiumlli|
866MHz CPU.In the caseof the databasémagestheface
regionshadalreadybeensggmented andthe backgrounds
werenearlyuniform. Now, our systemcanwork in typical
office ervironmentswithout any backgroundtontrol.

If we canextracta faceregion, we canapply the algo-
rithm we testedon thedatabasémages A differencdiesin
theregion size,which changesn every case.Here,we ex-
pectonefacein a sceneandwe useskin-colorinformation
for the extractionof thefaceregion.

Many differentcolorspacesiave beerproposedor skin-
color extraction. We usea modified normalizedrg space,
namely(a, b) calculatedby thefollowing equationg5] be-
causeof its light calculationloadin color corversionfrom
the RG B spacewhereR, GG, and B arethered,green,and
blue component®btainedrom a color videocamera.

r = R/(R+G+ B), (3)
g = G/(R+G+B), (4)
a = r+g/2, (5)
b = V3g/2. (6)



Any color is projectedonto a regular triangle areadefined
by (0,0), (1,0), (1/2,+/3/2). We digitize eachcoordinate
of a, b in incrementf 0.01 to form adiscretecolor space.

Our skin-colormodelis a color histogramof a faceim-
age.Wetake afaceimage,cutoff very darkpixelsby apro-
gram,cut off non-skinpartsby hand,andthenmake a color
histogranmof theremainingpixelsin thediscrete(a, b) color
space.Thosecolorswherethehistogranis overathreshold
T aredefinedto betheskin-color T is determinedy hand,
by looking at the extractedresultsof the skin-colorregions.

In actual face region extraction, to cope with signal
noise,we divide the original imageinto 8 x 8 pixel blocks,
andfor eachblock, if morethanhalf of the pixelsareskin-
color we assumehe block to be a skin-colorblock; other
wise,anon-skincolor block. Then,afacecandidateegion
is definedasa rectanglethat includesall of the skin-color
blocks.

A monochromeimage and not a color image is re-
quiredto apply a circle-frequeng filter. Thereis a well-
known linear combinationequationof R, G, B for colorto
monochromecorversion. However we usean R imageas
amonochromemageto save on the corversioncalculation
time. For skin colors,the R componenis relatively large,
andsono problemsresult.

Figure10 shavs thegenerabrocesf our system.

Y
| Read one frame of 320x240 in the RGB m+de

| Create a half-size monochrome image of the R component t)n y

]

| Extract a face region based on skin—colti)r

Apply a smoothing filter to the face regign
of the monochrome image

v
Apply a CF-filter to the smoothed image, extract the tq
five local maxima as for Between-the-Eyes candidats

n T

For each candidate, re-calculate the phase angle using
the original resolution image, de-rotate the monochrorme
image, and extract a 33x15 monochrome pattern

¥

Select the true Between-the-Eyes by template matchjng

Figure 10. General flow.

5. Experiment

We usea commercialNTSC video cameraanda video
captureboard.No otherspecialH/W is implemented.

Figure 11 shavs a monitor imageof our system. The
lower2/3 partis acolorinputimage(320 x 240), although

Figure 11. Example of a result of experimental
system.

the left 41 columnsare overlayedshaving the candidate
patternsof Between-the-Eyeand selectedone. The up-
per left imageis a sub-sampled? componentimage. A
smoothingfilter is appliedto the facecandidateregion ex-
tractedfrom the original imageasa skin-colorregion.

The upperright imageshaws theintensity outputof the
CF-filter appliedto the facecandidateregion of the upper
left image. Whenthe phaseangleoutputexceeds+45 de-
grees,the intensity outputis replacedwith zero. The ap-
propriategray level corversionis appliedto show it asan
image.

Thetopfivelocal maximumpointsin the CF-filteredim-
ageareextractedascandidate®f Between-the-Eyesheir
positionsareshovn on the original inputimageby dots of
overlayedgraphics.Thereis a smallsggmenthangingfrom
eachdot to shawv the phaseangleoutputof the CF-filter at
that point by its direction. The perpendiculadirectionis
zerodegrees.

The five de-rotatedcandidatepatternsare shavn in the
middle of theleft side,andthe selectedneis shavn below
them. The original faceinclinesto the right about20 de-
grees.In the selectedpattern however, the eyesarealigned
almosthorizontally This shows the effectivenessof de-
rotationbasedon the phaseangleoutputof the CF-filter.

A circle with a radius of 30 pixels centeredat the se-
lectedcandidatepoint is overlayedon the original image.
By watchingthis circle, we canseef theresultis true,false,
or give-up(nocircle).

For the facesin the databasethe true detectionratein-
creasedwhen the thresholdD becamehigher In actual
cases,however, even if a skin-color region is extracted,
a facemay not exist. In suchcaseswith a large thresh-
old D, the systemobviously detectssomepoint otherthan
Between-the-Eyes.Referingto the graphof Fig. 8, the



thresholdD = 400 is selected.It is in-betweenthe cross
pointof truedetectiorandgive-up(D = 200) andthepoint
(D = 600) wherethe detectiorratesaturates.

Our systemrunsat the rate of 27 framesper second or
90%of theNTSCframerate.

In theexperimentwe noticedthatour algorithmis pretty
robustagainsscalechangesslongasfaceimageis frontal.
Thecirclesshavn in Fig. 11 andFig. 12 areof the same
size. Thefacesin Fig. 12 differ in scaleby almosttwo
times, andyet our systemcan detectBetween-the-Eyem
both cases. Onereasonfor this characteristids that the
CF-filter detectsa simpletwo-cycle patternandthis pattern
keepsat Between-the-Eyesven when the scalechanges.
Anotherreasonis that the templatepatternin Fig. 7 does
not have clearedgepatternsn it, andit is usedfor pattern
selection but not patterndetectionnor positioning. There-
forethethresholdD canbeveryloose.

Figure 12. Robustness against scale changes.

When hair coversthe forehead,our algorithmdoesnot
work, becausehe two-cycle patternshavn in Fig. 1 does
not appearat Between-the-Eyesln addition, black frame
glasse®ftencauseour systemto fail.

6. Conclusion

Facefeaturepoint detectionis a first steptowardsface
gesturerecognition. We proposeda method to detect
Between-the-Eyeim avideostreamin realtime.

To efficiently detectBetween-the-Eyesye usea circle-
frequeng filter. Its intensity outputbecomesa local max-
imum at Between-the-Eyesndits phaseangleoutputde-
notesarotationanglein theimageplane.Thereforewe can
easilyfind candidategor Between-the-Eyessndde-rotate
the input faceimageat the candidatepoint. This enables
usto usea templatematchingtechniqueto selectthe true
Between-the-Eyeamongall candidates.

We testedour algorithmwith a faceimagedatabasél].
For 400facesatruedetectiornrateof 98.5%wasachie/ed.

In anapplicationto arealvideostreamwe implemented
a skin-colordetectiontechniqueto extracta facecandidate
region. In the colorto monochromesorversionfor the CF-
filter calculation,we usedthe R componentonly, to re-
ducethe calculationload. Our systemran at a rate of 27
frames/secondn a PC with a Pentiumlll 866MHz CPU
withoutary specialhardware.

The radiusof the CF-filter wasfixedto 7 pixels. If the
filter sizewereto be madesmallerthanthis, the resolution
of thephaseangleoutputwould gettoo coarself it wereto
bemadelager thefiltering processvouldtake toolong. For
large-scalechange®f theface we think we shouldprepare
multi-resolutionimages,insteadof applying variousfilter
sizes.

We planto develop a facetrackingsystembasedon the
currentdetectiontechniquen the nearfuture.
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