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Abstract

Recently, the interests not only in 2-D image but also
in 3-D image have significantly increased in terms of qual-
ity, as well as quantity. The shape analysis of these im-
ages would be required for further applications: matching,
retrieval and so on. In this paper, a novel shape decom-
position scheme would be proposed for both 2-D and 3-D
images. The proposed scheme is composed of the iterative
partitioning based on mathematical morphology using the
ball-shaped SE(structuring element). In each step of the it-
erative partitioning, meaningful parts are selected by the
adjacency criterion. Finally the best decomposition result
of a given shape is selected by the convexity criterion. Ex-
perimental results for 2-D and 3-D images show that de-
composition results would be in good agreement with hu-
man insight also robust to various perturbations.

1. Introduction

Shape analysis is a fundamental problem in image pro-
cessing and computer vision. The shape decomposition
scheme is the basis of shape analysis, which would be de-
veloped for various applications. Above all, it is important
and useful for shape matching and retrieval. This impor-
tance is justified by the fact that the MPEG-7 group will
incorporate shape decomposition into shape description[1].
Shape decomposition implies high-level representation of a
given shape, which is described in terms of simpler shape
parts and the relationships among the shape parts. Thus
the shape decomposition should partition the object into a
canonical meaningful parts naturally. Unfortunately, these
tasks are difficult, not always well-defined for arbitrary
shapes, and sensitive to small perturbations: scaling, rota-
tion, and noise.

In this paper, we propose a novel shape decomposition

scheme combining mathematical morphology and convex
partitioning. The proposed scheme is composed of the iter-
ative partitioning based on mathematical morphology using
the ball-shaped SE. In each step of the iterative partition-
ing, meaningful parts are selected by the adjacency crite-
rion. Finally the best decomposition result is selected by
the convexity criterion among decomposition results from
each step of the iterative partitioning. The proposed scheme
is simple, and does not require many stages of processing
and parameters. Moreover, experimental results for 2-D im-
ages will show that decomposition results would be in good
agreement with human insight and quite robust to scaling,
rotation, also noise.

With the advent of computer graphics technology that
provides the 3-D visualization using display devices, the
demand of 3-D image has increased significantly. There-
fore the shape decomposition scheme for 3-D image should
be required for further shape-related applications. Unfortu-
nately, most 2-D schemes do not extend directly for 3-D im-
age, of which the boundary representation is different from
that of 2-D image. Although 1-D boundary contours of 2-D
image have a natural arc length parameterization[2, 3], 2-D
surfaces of 3-D image do not. In this paper, the methodol-
ogy of shape decomposition for 3-D image will be shown.

This paper is organized as follows: In Section 2 we pro-
pose the novel shape decomposition scheme. Section 3
shows various experimental results on 2-D and 3-D images.
Finally, Section 4 concludes this paper.

2. The Proposed Shape Decomposition

In this section, the novel shape decomposition scheme
combining mathematical morphology and convex partition-
ing would be described. Generally, mathematical morphol-
ogy is not robust to small perturbations and convex parti-
tioning has the lack of mathematical structure. The pro-
posed scheme improves such shortcomings based on math-



ematical morphology using the ball-shaped SE. The whole
process is summarized in Figure 1.

Figure 1. The block diagram of the proposed
decomposition scheme.

2.1 Basic definitions

Mathematical morphology is an approach to the shape-
oriented image analysis. The language of mathematical
morphology is that of set theory. However, the effects of
basic morphological operations can be given simple and in-
tuitive interpretations using geometric terms of shape, size
and location[4]. In mathematical morphology, a 2-D image,
composed of pixels, is defined as a subset off0; 1g�f0; 1g
and a 3-D image, composed of voxels, is defined as a subset
of f0; 1g�f0; 1g�f0; 1g: “0” represents the exterior, while
“1” represents the boundary and interior. For an imageM

and a pointu, “translation” ofM byu is defined as

(M)u = fm+ u jm 2Mg: (1)

There are two fundamental morphological operations:
“dilation”,�, and “erosion”,	, which are defined as fol-
lows, respectively:

M�B =
[
b2M

(M)b; (2)

M	B =
\
b2M

(M)�b: (3)

There are two important morphological operations:
“opening”,Æ , and “closing”,�, which are defined as follows,
respectively:

M ÆB = (M	B)�B; (4)

M �B = (M�B)	B: (5)

2.2 Iterative partitioning

In this paper, the ball-shaped SE would be used for the
iterative partitioning based on mathematical morphology. If

k is a natural number, the ball-shaped SE in 2-D,Bk(x; y),
is defined as(2k + 1)� (2k + 1) pixel block with

Bk(x; y) =

(
1; if ju� oj � k;

0; if ju� oj > k:
(6)

whereu ando imply (x; y) and(k; k) respectively andju�
oj implies the Euclidean distance betweenu ando. The
ball-shaped SE in 3-D,Bk(x; y; z), is defined as(2k+1)�
(2k + 1)� (2k + 1) voxel block with

Bk(x; y; z) =

(
1; if ju� oj � k;

0; if ju� oj > k:
(7)

whereu and o imply (x; y; z) and (k; k; k) respectively.
The ball-shaped SE has point symmetry, thus the proposed
scheme can guarantee rotation invariance.

The proposed iterative partitioning would be performed
according to increasingk, the number of iterations and size
of the ball-shaped SE. Thekth partitioning is composed of
M ÆBk andPk, which is defined as

Pk =M�M ÆBk: (8)

Parts, the result of thekth partitioning, are divided into two
classes: body class (parts inM Æ Bk) and branch class
(parts inPk). Then, preprocessing is applied to remove the
boundary ambiguity between body and branch classes. The
preprocessing is composed of dilations of the body class and
branch class sequentially. The preprocessing is similar to
“opening”, which breaks narrow isthmuses and eliminates
thin protrusions[5]. After preprocessing, merging would be
applied to remove redundant parts in branch class. Gener-
ally there exist two problems in merging. One is how to
select redundant parts and the other is which parts absorb
the redundant parts. In this paper, the redundant parts in
branch class are selected by the adjacency criterion and the
part, which absorb redundant parts, is already determined
in body class because the iterative partitioning is based on
“opening”. After merging, labeling is applied, which is
composed of the extraction of the connected parts using
mathematical morphology[5]. This iterative partitioning is
completed whenPK+1 =M, whereK is the last iterative
step before body class becomes an empty set.

2.2.1 Adjacency criterion

To explain how to determine the redundant parts, an simple
example is presented in Figure 2, which shows the one large
part has two adjacent parts. In this paper, the unit of parts
would be defined as the entity, which implies the pixel in
2-D and the voxel in 3-D. The number of entities of the
2nd part is equal to that of the3rd part, but the number
of adjacent entities between the1st part and2nd part is less
than that of adjacent entities between the1st part and the3rd
part. Generally, the2nd part represents the more important

2



part than the3rd part, thus the specific criterion is required
to decide the3rd part should be merged.

Figure 2. The example for the adjacency cri-
terion.

In this paper, the adjacency criterion is established as fol-
lows: The ratio of theith part in branch class,Rk(i), is
defined as

Rk(i) = Vk(i)=fNk(i)
d

d�1 g; (9)

whereVk(i) is the number of entities of theith part,Nk(i)
is the number of entities, adjacent to the part which may ab-
sorb theith part, andd is the dimension of entities.Vk(i)
andNk(i) imply the area and length in 2-D image and the
volume and area in 3-D image, respectively. Thusd

d�1

would be required forRk(i) to be dimensionless. Then,
the adjacency criterion is defined as

Rk(i) � tR; (10)

wheretR is the threshold for the adjacency criterion. If (10)
is satisfied, theith part should be merged.

2.3 Convexity criterion

All decomposition results,Pk ranging from 1 toK, from
the iterative partitioning would be candidates for the best
decomposition result. Thus a good measure to select the
best result from candidates should be established. In this
paper, the convexityCk of Pk, which hasn parts as the
result of thekth partitioning, is defined as

Ck =
1

V

nX
i=1

Vk(i) � Ck(i)

=

nX
i=1

Vk(i)

V
�
Vk(i)

Hk(i)
; (11)

whereV is the number of entities ofM,Ck(i) andHk(i) is
the convexity and number of entities of the convex hull of
theith part inPk, respectively. This definition of convexity
is fairly natural and has been widely used in the field of
shape-related analysis[6].

Then the convexity criterion is as follows:Pmax which
has the highest convexity,Cmax, among candidates, is the
best decomposition result. If there exist decomposition re-
sults which share the maximum convexity, the decomposi-
tion result with less step would be adopted.

3. Experimental Results

A good shape decomposition should provide an descrip-
tion of a given shape similar to human insight and should
be scaling, rotation invariant and insensitive to noise. In
this section, we present various experimental results of
100� 100 2-D binary images which are consistent with hu-
man insight and robust to affine transformations also noise.
Moreover, the methodology of shape decomposition for 3-
D image would be shown and decomposition results of 3-D
image are presented. The threshold for the adjacency crite-
rion, tR, would be0:5 for both 2-D and 3-D images.

3.1 For 2-D Binary Image

3.1.1 Several 2-D binary images

Figure 3 shows the iterative partitioning step by step with
the number of parts and convexity. In case of “beetle” im-
age, the decomposition result would be Figure 3(c) by the
convexity criterion. Figure 4 shows decomposition results
of six binary images. We provide the detailed information
for 2-D images in Table 1. One can feel these results of
decomposition are very similar to human insight, thus the
proposed decomposition scheme seems to be adequate to
describe a shape.

Table 1. The detailed information for 2-D im-
ages

2-D image # of parts Cmax

beetle 9 0.871
bird 4 0.953

device1-1 6 0.968
device5-1 5 0.907

dog 6 0.918
kangaroo 5 0.861

teapot 4 0.954

3.1.2 Robustness to affine transformations

Figure 5 shows decomposition results for scaled images.
Figure 5(a)-(c) are scaled images with ratio 1.5 and Fig-
ure 5(d)-(f) are scaled images with ratio 0.5. All scaled
images have same decomposition results with original im-
ages in Figure 3(c), Figure 4(d), and Figure 4(f). As a re-
sult of experiments, it could be concluded that the proposed
scheme has the property of scaling invariance.

Figure 6 shows decomposition results for rotated images.
Figure 6(a)-(c) are rotated images with 9 degree and Fig-
ure 6(d)-(f) are rotated images with 45 degree. All rotated
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images have same decomposition results with original im-
ages in Figure 3(c), Figure 4(d), and Figure 4(f). As a re-
sult of experiments, it could be concluded that the proposed
scheme has the property of rotation invariance.

3.1.3 Robustness to noise

In order to investigate the robustness of the proposed
scheme to noise, noise for 2-D binary image is defined as
follows: Each boundary pixel and background pixel neigh-
boring with a boundary pixel have some probability of the
change of pixel value. According to the random number
generation with specific probability, pixel value would be
changed stochastically.

Figure 7 shows decomposition results for noise-
corrupted images. Figure 7(a)-(c) and Figure 7(d)-(f) show
results of three binary images corrupted by 5% and 20%
noises, respectively. All noise-corrupted images have same
decomposition results with original images in Figure 3(c),
Figure 4(d), and Figure 4(f). As a result of experiments, it
could be asserted that the proposed scheme is insensitive to
noise.

3.2 For 3-D Binary Image

Generally 3-D image is represented by the mesh data.
The mesh data is specified by a collection of surfaces, which
are represented by triangular meshes, and is obtained by the
laser scanner and space encoding range finders. However,
the mesh data is described using real coordinates, yielding
has the irregular grid structure. Due to such properties, the
shape decomposition of the mesh data is very difficult. In
this paper, the voxelization[7], which is independent of the
extent of the mesh data and can be performed in any desired
resolution, would be adopted to make the structure of 3-D
image regular. As the result of the voxelization, the 3-D im-
age of triangular meshes is represented as a binary image,
of which the resolution is defined asX � Y � Z, where
X , Y , andZ are how the bounding box is divided alongx,
y, andz axis, respectively. Then the binary image would
be composed of the voxel which approximates a cube. The
more the resolution of the binary image grows, the more the
number of voxels increases. Thus the resolution of the bi-
nary image is closely related to the performance of the 3-D
image decomposition. Thus the optimal resolution selection
scheme is important, but that is beyond the scope of this pa-
per. Thus the voxelization is empirically performed until
voxels of of the boundary and interior of the binary image,
“1” voxels, are more than 5000.

Figure 8,9 shows the decomposition of six 3-D images.
Figure 8(a)-(c) and Figure 9(a)-(c) show that images are
represented by wireframe. Figure 8(d)-(f) and Figure 9(d)-
(f) show that parts are represented by voxels. As shown in

Figure 8(d), “phone” image has 3 parts: a grip, a transmit-
ter, and a receiver. As shown in Figure 8(e), “cactus” image
has 3 parts: a body and two branches. As shown in Fig-
ure 8(f), “cow” image has 7 parts: a body, a head, a tail, and
four legs. As shown in Figure 9(d), “toydog” image has 7
parts: a body, a head, a tail, and four legs. As shown in Fig-
ure 9(e), “eagle” image has 7 parts: a body, a head, a tail,
two wings and two legs. As shown in Figure 9(f), “santa”
image has 6 parts: a body, a head, two arms and two legs.

We provide the detailed information for 3-D images in
Table 2. One can feel these decomposition results are very
similar to human insight, thus the proposed decomposition
scheme seems to be adequate to describe 3-D image as well
as 2-D image.

Table 2. The detailed information for 3-D im-
ages

3-D # of # of
image vertices meshes

Resolution Cmax

phone 338 672 52� 17� 15 1.000
cactus 620 1236 58� 35� 9 0.994
cow 2904 5804 46� 28� 15 0.952

toydog 1944 3808 42� 34� 20 0.943
eagle 16778 33324 93� 46� 25 0.833
santa 18946 37888 52� 51� 22 0.875

4. Conclusion

In this paper, the novel shape decomposition scheme for
2-D and 3-D images was presented. The proposed scheme is
composed of the iterative partitioning based on mathemati-
cal morphology and adopts the adjacency criterion to select
meaningful parts. Finally the best decomposition result is
selected by the convexity criterion. From the experimental
results, it was confirmed that the proposed scheme yielded
the decomposition which was similar to human insight and
was found to be robust to various perturbations: scaling, ro-
tation and noise. Moreover, it was verified that the proposed
scheme could cover 3-D image as well as 2-D image us-
ing voxelization. This decomposition result can be used in
matching, retrieval, and so on. While our results are promis-
ing, it is necessary to develop the proposed scheme for var-
ious applications. For example, the hierarchical structure
should be adopted for more accurate decomposition. The
use of shape decomposition for shape description will be
the subject of further research.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3. Steps of the iterative partitioning for
“beetle" image: (a) 1st partitioning with 1 part
and C1 = 0:446, (b) 2nd partitioning with 14
parts and C2 = 0:862, (c) 3rd partitioning with
9 parts and C3 = 0:871, (d) 4th partitioning
with 9 parts and C4 = 0:870, (e) 5th partition-
ing with 9 parts and C5 = 0:861, (f) 6th parti-
tioning with 8 parts and C6 = 0:800, (g) 7th par-
titioning with 8 parts and C7 = 0:789, (h) 8th
partitioning with 6 parts and C8 = 0:732, and
(i) 9th partitioning with 4 parts and C9 = 0:567.

(a) (b) (c)

(d) (e) (f)

Figure 4. Results of decomposition for six
2-D binary images: (a) “bird" image with 4
parts, (b) “device1-1" image with 6 parts, (c)
“device5-1" image with 5 parts, (d) “dog" im-
age with 6 parts, (e) “kangaroo" image with 5
parts, and (f) “teapot" image with 4 parts.

(a) (b) (c)

(d) (e) (f)

Figure 5. Results of decomposition for scaled
images: (a) “beetle" image scaled with ratio
1.5, (b) “dog" image scaled with ratio 1.5, (c)
“teapot" image scaled with ratio 1.5, (d) “bee-
tle" image scaled with ratio 0.5, (e) “dog" im-
age scaled with ratio 0.5, and (f) “teapot" im-
age scaled with ratio 0.5.

(a) (b) (c)

(d) (e) (f)

Figure 6. Results of decomposition for ro-
tated images: (a) “beetle" image rotated with
9 degree, (b) “dog" image rotated with 9 de-
gree, (c) “teapot" image rotated with 9 degree,
(d) “beetle" image rotated with 45 degree, (e)
“dog" image rotated with 45 degree, and (f)
“teapot" image rotated with 45 degree.
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(a) (b) (c)

(d) (e) (f)

Figure 7. Results of decomposition for noise-
corrupted images: (a) “beetle" image with
5% noise, (b) “dog" image with 5% noise,
(c) “teapot" image 5% noise, (d) “beetle" im-
age with 20% noise, (e) “dog" image with 20%
noise, and (f) “teapot" image with 20% noise.

(a) (b) (c)

(d) (e) (f)

Figure 8. Experimental results for 3-D images;
(a) “phone" image, (b) “cactus" image, (c)
“cow" image, (d) “phone" image with 3 parts,
(e) “cactus" image with 3 parts, and (f) “cow"
image with 7 parts.

(g) (h) (i)

(j) (k) (l)

Figure 9. Experimental results for 3-D im-
ages; (a) “toydog" image, (b) “eagle" image,
(c) “santa" image, (d) “toydog" image with 7
parts, (e) “eagle" image with 7 parts, and (f)
“santa" image with 6 parts.
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