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Abstract

In this paper accuracy of the 3D localizaion obtaned
by aligninga 3D modelwith 2D observedccludingedges
is discussean. Aimingat accumate localizationof a robot
in a nuclearpowerplant, a methodfor aligning a 3D en-
vironmentalmodelwith an image observedby a camen
mountedon the robotwasproposed1]. By effectivelyus-
ing thetwo-type predictedviews which are calculatedby a
graphicssystem(eg. OpenGLetc), the methodsucceeded
in robustalignmenteventhoughthe sceneconsistsof com-
plicated occludingedgesof pipes. However, accuiacy of
the 3D localizationobtainedby the alignmenthasnotbeen
yet enoughexamined. In this paper somefactors affect-
ing the error in the 3D localizaton are investigated. The
experimentalresultsusing both syntheticand actual data
makeit clearthattheerror in thefocallengthofthecamen
modelcausegelatively large translaton error in the view
direction. For the casethe camern parameteris not known
precisely we proposeto utilizetwo cameasto deceasethe
errors andshowits effect.

1. Introduction

Whenthe taskof inspectingsomeervironmentis given
to arobot, it is effective thatthe robotfreely changesriew
points while freely moves around. Basedon this philaso-
phy, we have mounteda high-perfemanceactive camea
headon a mobilerobotaimingat autonomousnspectiorof
nuclearpower plants. Here, it is quite imporiantto acau-
rately know the positionandposeof the cameaa headboth
to navigatetherobotin anarrov spaceamongthepipesand
to carry out preciseinspection. Therefore,we aim at vi-
sualfeedbacko correctinaccuratestateof the cameahead
obtainedrom deadreckoning.

Sincea 3D model of the ervironment surrouring a
robotis givenin our application the 3D localizationof the
cameraheadcanbe doneby aligning the 3D modelwith an

obsened image. Although somemethodshave beenpro-
posedfor the 3D-2D alignment[2] [3], theseare not di-

rectly applicableto our subjectbecauseof the compleity

of obsenred occludingedgescausedby mary pipesin the
plant. Thisdifficulty wasovercomeby themethodoroposed
in [1]. The methodsuccededin robust3D-2D alignment
even in complicatedsceneshy effectively usingthe two-

type predictedimageswhich are calculatedfrom the 3D

ervironmentalmodel by a graphicssystem(eg. OpenGL
etc). However, acauragy of the 3D localizationlead from

thealignmentresulthasnotbeenyetenoughexamined.

In thispaperwe investigateaheaccurag of the3D local-
ization. By comparisorof the resultsobtainedby the 3D-
2D alignmentwith manualmeasuremets, we foundrela-
tively large translaton errorsin the view direction The ef-
fect of somesuspicioudactorsare examinedthrough sim-
ulation usingsynthett obsened images. As a result, we
shaw thatinaccuratedocal lengthof a cameramodelcauses
a big translatia errorin the view direction Then,for the
casethatthefocal lengthcannotbe exactly known, we pro-
poseto utilize two cameasto decreaséehe errors. In Sec-
tion 2, thebasicschemeproposedn [1] is briefly explained.
In Section3, somefactorsaffecting the localizationerror
areanalyzed.Then,the effect of the useof two camerasn
decreasinghe localizationerroris shavn throughthe ex-
perimentsusing both syntheticand actualdatain Section
4.

2 Basic Scheme of 3D-2D alignment[1]

Fig. 1 shavs a schene of our stratgy for determining
thepositionandposeof a cameraby aligningthe 3D model
with occludingedgesin an obsered image[1]. Suppose
thatan imageis obsened by a camerawhoseinitial posi-
tion and poseare estimated(eg. datafrom deadreckon-
ing). Becauseof the estimationerror, the projectionof the
ervironmentalmodelon the obseredimageis deviatedas
shavn in Fig. 2a. The concreteprocedurego correctthe
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Figure 1. Scheme of detection of the position
and pose of a camera using occluding edges

deviationareasfollows:

1. The 3D model points correspondingo the obsened
edgesarecalculatedrom the 3D environmentalmodeland
theinitial estimatedstateof thecamea.

This processs donequickly by readingthe 3D coordi-
natesof the edgepoint of the depthimage calculatedby
a graphicssystem(eg. OpenGL).White pointsin Fig. 2b
shav 3D model points calculatedin sucha way. In Fig.
2c, themodelpoints are overlaid on the obsered edgeim-
agecalculatedwith Canry operator[4. Thegrey levels of
the model points and the edgesillustrate their directianal
attributeswhich areclassifiedinto eightdirections.

2. Obsered edgepoints correspondingo the 3D model
points are determinedbasedon the closenesson the ob-
senedimage.

Sincea little changen cameaanglecauses big trans-
lationin theimage,only at thefirst time, beforethe 3D-2D
matching,the projected3D model point are two dimen-
sionally translatedon the imageto the positon wherethe
model point overlap beston the obsened edgeswith the
samedirectionattribute. Fig. 2d shavs the positon after
thisinitial translation. Territory-lased3D-2D matching[$
which usesanisotrgic searchrestrictedregions obtained
fromtheprojectedshapeof themodelenables highratio of
correctpairs. White lines connectinghe modelpoint and

edgesin Fig. 2d shav the 3D-2D point correspondences

obtainedby theterritory-basedmatching.

3. The currentpositon andposeof the camerais renaved
to satisfythe 3D-2D pointcorrespondences.

The 3D stateof the camerais calculatecbasedon least-
squaresestimationat the present.Becauseof the usageof
lots of pairsand a high ratio of correctpairs, the deterio-
ration by wrong pairslooks not so big. Whenwe aim at
moreaccuray, it is a way to adoptsomerobustestimation
method[§.
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Figure 2. Example of processes of 3D-2D

alignment: (a) projection of the model at the
initial state; (b) front and top views of the 3D
model points (white points); (c) projection of
the 3D model points on the observ ed edge
image; (d) projection of the 3D model points
after initial 2D translation; (e) projection of the
3D model points after convergence; (f) projec-
tion of the 3D model after convergence.

At thenew state the sameprocessesxceptthe2D trans-
lation on the imageareiterateduntil the camerastatecon-
verges. Fig. 2e,f shavs the modelprojectionafter cornver
gence.The computatioal time is lessthana few sec(Pen-
tium 11(333MHz)). We planto usethis visualfeedbacknot
all thetime but whenthe accuratelocalizationis required
for somespecifictasks.The processs enoughguickfor the
purpose.

3 Investigation on accuracy in 3D localiza-
tion

3.1 Accuracy in 3D localization
We examinedaccurag of the3D localizationcalculated

from the3D-2Dalignmentmethodby comparingwith man-
ualmeasurementsFig.3ashowvs our experimentalerviron-
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Figure 3. Experimental environment: (a)
plant-moc kup; (b) its partial models consist-
ing of 17 cylinder s.

ment,a plant-mockup A robotwith anactive camerahead
movesaroundin theervironment.17 pipesin this erviron-
mentare selectedand modeledwith cylindersin OpenGL
asshavn in Fig.3h The 3D world coordirate systemis de-
finedasshavn in Fig. 2b sothatthex andz axeslie in the
horizonal floor face; the y axis completeshe left-handed
coordinatesystemandis in theverticaldirection

Fig. 4ashavs an example of the imagesobsenred by
a cameramountedon the robot. The positon and poseof
the camea headwas manually measuredwith greatcare
andillustratedn thetop view of Fig. 4b: the white circle
andthewhite line stickingout from thecircle ill ustratethe
positon andthe view directionrespectiely. The acairag
of the manualmeasuremeat is about+5mm in translatio
and+3 degreesin rotation.Becauseof this slight error, the
projectian of the modelat the stateshavs a little deviation
from theobseredimageasshaown in Fig. 4b.

We intentionallyaddsomeerrorsto thecamea stateand
useit astheinitial estimate.Fig. 4c shaws the projection
of the 3D modelwhengiving the camea stateafteradding
(50,0,50)mm translationand 5 degreerotationaroundthe
y axisto the measuredstate.In thetop view, the white cir-
cle shavsthecurrentcameapositon, while thegray circle
overlappedby the white circle shovs the measuredstate.
Fig. 4d shaws the resultafter correctingthe camerastate
by the methoddescribedn Section2. The modelis well
alignedwith theimage. Neverthelessasshavn in the top
view, the translationerror occurredmainly in the view di-
rection,whichis about90 mm.

We have donesimilar experimentsusing more than 10
imagesobsenred at variouslocations. In all the experi-
ments,3D modelsare well alignedwith obsered images
and 3D localizationis corverged. This shaved the robust-
nessof the methodin sucha complex scene.However, the
translatio errorin theview directionappearsn all cases

3.2 Analysisof error factors

The factors causingthe 3D localizationerrors can be
countedup asfollows:
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Figure 4. Example of localizati on result: (a)
observed image; (b) measured state; (c) ini-
tial state; (d) result

1. Pixel quantization

2. Cameranternalparameters

3. Inaccurag of the3D models

4. Wrong3D-2D correspondences

The acaurag of our 3D modelis basedon the manual
measurerant and about+5mm in translationand +3 de-
greesin rotatin. Sincewe calculatethe camerastatefrom
the 3D-2D correspondingairs basedon least-squaress-
timation at the presentthe wrong correspondenceeft at
thefinal statedeterioratehe accurag. However, theseer
rors shouldproducerandomerrorsin the 3D localization.
Fromthe obsenation of the cleartendenyg for the errorto
be translaton in the view direction we focuson the two
suspiciougactors,pixel quantizatiorandthefocallengthof
the cameranternalparametersBy treatingthefocal length
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Figure 5. Experiment for investigating the ef-

fect of pixel quantized error: (&) calculation
of synthetic observ ed edges; (b) projection
of model points after convergence

Figure 6. Effect of error in the focal length

in pixels, we includethe effect of the error of the pixel as-
pectratioin thefactor. Here,we assumehehorizontl and
vertical pixel aspectratiosare the same thatis, the CCD'’s
onepixel elements aregularsquare.

3.3 Effect of pixel quantization

To analyzethe effect of the pixel quantizationye con-
ducted the following synthetic experiments. First, the
obsered edgesare syntheticaly calculatedby projectirg
model dataas showvn in Fig. 5a. The 3D-2D alignment
methodis appliedto this syntheticedgeimage. The correct
stateis givenastheinitial estimatesothatthe transforma-
tion from theinitial statedirectly shavs the effect of pixel
guantizecerror. Fig. 5b shaws projectedmodelpointscon-
verging onthe synthett obserededges.

From the resultsof this experiment,it was found that
the error in the 3D location causedby the quantizeder
ror is small: the translationand rotation errorsare about
0.6 mm and 0.03degrees. This accuray is supportedby
the fact thatthe methoduseslots of 3D-2D correspondig
pairswhich distritutedin a whole image(in this case,122
pairs). Actually, if only nine pairsof the 3D-2D correspon-
dencesareused thetranslatiorandrotation errorsbecome
aboutl1l mm and 0.4 degrees. Additionally, the effect of
usingdistributed pairswasassuredy the obsenationthat
thetranslationandrotatian errorsbecomeabout4 mm and
0.08degreesf we usethe3D-2D pairsonly from two pipes,
oneverticalpipeandonehorizontalpipein thecenterof the
image.

3.4 Effect of inaccurate focal length

Throughsimilar syntheticexperiments the effect of in-
accuratefocal length of a camea model was examined.
This time, synthett obsened edgeimagesare calculated
from the model projection obtainedwith the focal length
which is slighty differentfrom the cameramodel of the
3D-2D alignmentmethod.

Fig. 6 shows aresultwhengiving a longerfocal length
for prodicing syntheticviews. Thelocalizationof the cam-
erabecomescloserin the view directionjust aswe expe-
riencedin the actualexperiments. When giving a shorter
focal lengthfor syntheticviews, the locationdeviatedfur-
therin the view directim. In the situaton in Fig. 6, the
magnitudeof the translatio errorin the view directian is
about—36mm per6.5pixel (about0.1 mm) errorin thefo-
callength

After this obsenation, we cardully measuredhe angle
of the field of view of the actualcamerato calculatethe
focal length. We foundit is actually 48 degrees,although
we had usedthe focal length correspondingo 50 degree
angleof the field of view. In the caseof datain Fig. 4,
translatiom errorin the view direction is decreaed from 90
mm to 4mmby correctingthis camea parameer.

4 Usage of two camerasfor compensatingthe
error

Althoughthe translationerrorin the view directioncan
be decrease by usingaccuratdocal length,it is sometimes
difficult to know theaccuratevaluesespeciallywhenarobot
needto changethe camerafocusand/orzoomduring a se-
guentialtask. Therefore,in this section,we think abouta
way to compensat¢he error. Fromthe pointthatthetrans-
lation erroris in the view direction additonal obseration
by anothercamerawhich hastheview directionperpendic-
ular to that of the first camea is thowght to be effective to
decreaseheerror. Actually, this additionis easyin our ap-
plication sinceanactive stereacameaheadhaving control
lablevergenceis mountedontherobotfor carryingoutvar
ioustasks.

First, we synthettally simulatedthe effect of usingtwo
cameas. Fig.7ashavstheleft andright synthett edgeim-
agesof the parallelstereocameraswhich are setasshovn
in thetop view. Here,thesyntheticedgesare calculatedus-
ing thefocal lengthcorrespondingo 48 degreeangleof the
field of view.

The methodis appliedto the synthett datausinganin-
accuratefocal length,the focal lengthcorrespondingo 50
degreeangleof thefiled of view. Theresultanttranslation
and rotation errorswere examinedwhile panningthe left
camea outwardat the samepositin. Fig.7bshavstheleft
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Figure 7. Experiments on effect of using two
cameras (synthetic data)

andright imageandthe camerastateafter 90 degreepan-
ning. The resultsare summarizé in Tablel. The second
line of Table1 shawvs theresultwhenusingtherightimage
only. From the third line of Table 1, the resultwhen us-
ing theleft imageonly andthatwhenusingthetwo images
simultaneous! areshavn alternatvely. Combinirg the 3D-
2D correspondencesbtaired from two (or more)obsered
imagescanbe doneasshown in [5]. The causeof the dis-
persionof thetranslatim errormagnitu@ duringpannings
that the obsered objectsare changedby the panning. As
shavn in Table 1, the translationerrorsin the view direc-
tion arealwaysimproved by usingtwo imagesexceptpar
allel stereacamea setting(panangle= 0°). Thetranslatio
errorstendto becomesmallerwhenthe anglebetweerthe
view lines of thetwo camera getscloseto the right angle.
Thiseffectclearlyappearsn thedifferencebetweerthethe
resultsof Fig.7aandb.

Next we examinedtheeffect of two cameasby usingac-
tualimagesin Fig.8. Fig.8ashows theresultsusingthetwo
imagesof parallelstereocamera. The translationerrorin
theview directionwas45.4mm. Fig.8b,cshav theresults
usingthe imagestakenby the two camerassetso thatthe

Tablel Localizationerrorscausedoy inaccuratefo-

callength
used magnitude] trans.

angl§ of image of total | error in | rot.

thewew for trans. the view | error

dllrec- local- error direction | (deg.)

tors ization | (mm) (mm)
- R 58.2 -55.7 0.7
0 L 76.1 -74.6 0.6
0 L,R 59.7 -58.8 0.4
20 L 33.7 -32.6 0.5
20 L,R 29.1 -29.1 0.2
40 L 30.1 -29.6 0.7
40 L,R 15.8 8.7 1.1
60 L 19.7 -16.0 1.3
60 L,R 11.5 -10.2 0.7
80 L 59.0 -57.7 0.6
80 L,R 20.2 4.4 0.6
90 L 55.5 -55.0 0.2
90 L,R 16.5 11.7 0.7

angleof their view directionshecomesA5 degrees. If we
usethe right imageonly to calculatethe 3D location the
resultantposition wasdeviatedin the view directionof the

right cameraasshavn in thetop view of Fig.8h Thetrans-
lation errorin the view directionis 42.0mm. As a result,
themodelprojectionontheleft imageattheresultantstate
deviated from the obsered image. On the otherhand,in

the casewe usethetwo imagessimultaneouslythetransla-
tion errorin theview directionaredecreaedto 16.0mm as
shavn in Fig.8c.

5 Conclusion

In this paper we investigatedaccurag of the 3D local-
izationobtainedoy aligning a 3D modelwith obsered 2D
occludingedges. Simulaton usinginaccuratefocal length
of the cameaa modelclarified thatits errorbringsrelatively
large translatbn errorin the 3D localization. For the case
the cameraparameteis not known precisely we proposed
to utilize two cameasto decreasehe errors. The exper
iments using both syntheticand actual data shaved that
the useof two cameasimprovesthe localizationacaracg
whenthe angleof their view directiors becomesloserto
therightangle.

Fromtheexperimentaresultsthemethodseensto offer
3D localizationacaurag similarto carefulmanuameasure-
ments thatis about=5mmin translatiorand+3 degreesin
rotaticn. Thesevaluesare enoughfor the purpae of the
robotnavigation in narrov space of the plant. Aiming at
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Figure 8. Experiments on effect of using two cameras (actual data)

applyirg to the taskswhich requiresmoreacairag/[7], we
will investigatethe effects of morevariousfactorsnotedin
Section3.1.
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