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Abstract

In the image recognition problem, it is very important how we represent the image. Considering this, we propose a new representational method of images based on the stability in scale-space. In our method, the image is segmented and represented as a hierarchical region graph in scale-space. The object is represented as feature graph, which is subgraph of region graph. In detail, the region graph is defined on the image with the relation of each segment hierarchically. And the feature graph is determined based on the "life-time" of the graph of the object in scale-space. This "life-time" means how long feature graph lives when the scale parameter is increased. We apply our method to the face detection problem, which is fundamental and difficult problem in face recognition. We determine the feature graph of the frontal human face statistical point of view. We also build the face detection system using this feature graph to show how our method works efficiently.

1. Introduction

In the field of image recognition, it is very important how we represent the image. If we want to build a image recognition system, image processing is depend on how the image is represented. Generally, an image is represented as just a multi–dimensional array of pixel value. If we can develop the image representation method from this array with considering the structure of the object, we can develop a suitable object recognition method. However, especially on object detection problem, almost all researches are based on multivariate statistical or neural network approach. In this approach, the image is simply represented as a high–dimensional vector, and compared with template images which are sometimes very large. These vector-based methods don’t consider the structure of objects. So these methods are poor in changes of the object such as relative size in the image, individual variation and so on. To solve these problem, vector-based methods must prepare many templates. But this is expensive in the sense of computation and the disadvantage in computation effects the system directly.

In this paper, we propose a new representational method of an image which is considering the structure of the object. In the proposed method, an image is segmented and represented as a graph structure called region graph in scale-space. And the target object in the image is also segmented into some segments and represented as a subgraph of the region graph. To represent the object, we define the feature graph of the object by selecting possible subgraphs spanned on the objects, based on the stability in scale–space. We also apply this feature graph representation of the object to face detection problem, which has difficulties with mentioned above.

2 Image segmentation and scale–space

In this section, we consider the image segmentation and scale–space representation of images. Both are well–known methods in image recognition and so many researches are developed.

2.1 Image segmentation

There exists a large number of image segmentation technique. In this paper, we use image segmentation methods, sometimes categorized into region growing, based on digital flows defined as follow.

Definition 1 (Digital flow) [10] A digital flow between two connected pixels \( P_i \) and \( P_j \) of an image is defined to be a vector from the higher intensity pixel to the lower intensity pixel with a magnitude of \( |P_i - P_j| \).
Using the digital flow, we can construct a image segmentation method. For constructing this, we define some terms.

**Definition 2 (Effective inflow)** [10] A effective inflow of a pixel is defined in as the steepest digital flow entering to the pixel.

**Definition 3 (Effective outflow)** [10] A effective outflow of a pixel is defined as the steepest digital flow leaving to the pixel.

From effective inflows of all pixels, we obtain steepest uphill paths. As we see pixels lying in uphill paths to the same peak are grouped to be the same segment, we obtain the segmented image. We call this segmentation method hill segmentation. In parallel using effective outflow, we can obtain dale segmentation. Figure 1 shows an example of these segmentation methods.

From effective inflows of all pixels, we obtain steepest uphill paths. As we see pixels lying in uphill paths to the same peak are grouped to be the same segment, we obtain the segmented image. We call this segmentation method hill segmentation. In parallel using effective outflow, we can obtain dale segmentation. Figure 1 shows an example of these segmentation methods.

**2.2 Scale–Space representation**

A scale–space representation([4], [6], [8], [11], [12]) is known as the technique to obtain a multiresolution hierarchical representation of image. The scale–space representation of an image is constructed by convolving the original image \( f_0(x, y) \) with Gaussian kernels \( G(x, y; \sigma) \):

\[
 f(x, y, \tau) = f_0(x, y) * G(x, y; \sigma) = \int f_0(\xi, \eta) G(x - \xi, y - \eta; \sigma) \, d\xi \, d\eta \tag{1}
\]

\[
 G(x, y; \sigma) = \frac{1}{2\pi\sigma^2} \exp \left( -\frac{x^2 + y^2}{2\sigma^2} \right), \quad \sigma > 0 \tag{2}
\]

where \( \sigma \) is called scale parameter. We can obtain multi-scale representation of an image varying the scale parameter. This convolved image is also called blurred image. It is known that the scale–space representation has many well–behavedness, however, the property of the non-creation of extrema does not hold in 2 or more higher dimensions. As this property, we must consider how to use the extrema in scale–space when we want use it.

**3 Graph representation of the image in scale–space**

As we apply the image segmentation method in scale–space, we obtain a sequence of blurred, segmented images. To utilize these images as a sequence, we consider the representation method of images in scale–space.

**3.1 Graph representation of the image**

To represent the image, we first define a graph structure (called region graph) on a segmented image as follows.

**Definition 4 (Region graph)** A region graph of image is defined as a graph spanned on the segmented image whose nodes are extrema of each segment and connections of nodes(edges) are determined with connections of segments.

We can obtain the region graph both hill segmentation and dale segmentation. Generally, we can define the region graph on watersheds-based segmented images. In scale–space, an image is represented as a sequence of region graph structures with each scale. An object of our interest in a image is also segmented into some segments. So we can represent the object as a subgraph of the region graph spanned on the object. This subgraph representation of the object is unstable with varying the scale parameter because of the property of the scale–space representation. However, if the subgraph is stable in some range of the scale parameter, we obtain the stable subgraph representation of the object. Now we define the stability of the subgraph structure as a life time.

**Definition 5 (Life time of a subgraph)** A life time of a subgraph which spanned on the object is defined as the range of the scale parameter such that the subgraph holds its structure continuously.
Assume that subgraph–structure appears at $\sigma = \sigma_a$ and disappears at $\sigma = \sigma_d$, the lifetime is $|\sigma_d - \sigma_a|$. We notice that there exists a case that once vanishing structure appears again with varying scale–parameter since the property of non–creation of the extrema. In this paper, we just call life time of a subgraph, life time. Based on the life time, we select the suitable subgraph representation of the object that has the longest life time in scale–space.

**Definition 6 (Feature graph)** Assume that the subgraph $G$ has the longest life time in subgraphs spanned on the object and nodes of $G$ are given by pixels’ coordinates $P_i = (x_i, y_i)(i = 1, 2, \cdots, n)$. The feature graph $G_f$ of the objects is defined the subgraph as follows:

- $G_f$ has same connections of nodes as $G$.
- each node $P'_i(i = 1, 2, \cdots, n)$ of $G_f$ is obtained by transforming of $G_f$ with the next formula:

$$P'_i = \frac{P_i - P_G}{\sqrt{\frac{1}{n} \sum_{k=1}^{n} |P_k - P_G|^2}}$$  \hspace{1cm} (3)

where $P_G = (\sum_{k=1}^{n} x_k, \sum_{k=1}^{n} y_k)$

We notice that, in the definition of the feature graph, we can define the transformation of the feature graph as Affine transformation, i.e. $P'_i = \Lambda P_i + \vec{a}$ (where $\det \Lambda > 0$ and $\vec{a}$ is a parallel transport) generally. However, in this paper, we consider the simplest case of transformation and call this transformation normalization of the feature graph.

The feature graph representation of the object has following properties.

- As the graph representation, the object has the same structure even if the size in the image is different.
- Considering in scale–space, objects have the same structure in its life time even if there exist individual variations.

The feature graph is expected to provide the representation method that considers the structure of the object. However, there remains a problem that the feature graph of the target object exists or not. This problem is depend on the target object. So we concretely apply the proposed method to the face detection problem in the next section, and show how the feature graph works in this problem efficiently.

4 Application to the face detection

In this section, we apply the proposed representation method to the human–face detection. The face detection([1], [2], [3], [7]) is one of the important problems in the face recognition. It is a difficult problem because there exist size and individual variations of the face. Since the feature graph representation of the image has suitable properties for such difficulties. So we apply the proposed method to this problem and show the feature graph representation works efficiently.

We first consider the feature graph structure of the face statistical point of view and determine the feature graph of the face. Next, we apply the feature graph determined above to detect faces in a test image which includes the plural number of human. Notice that we only treat frontal-faces with non-occlusion because we want to see only how the feature graph representation works.

4.1 Feature graph of the face

To determine the feature graph of the human–face, we investigate subgraphs spanned on the face of sample images with two segmentation methods, Hill and Dale. Figure 2 shows how the region graph changes in scale–space. From right side, bullered images, results of Hill segmentation and results of Dale segmentation. $\sigma \equiv 0.0, 1.0, 2.0, 4.0$ from up to bottom.

We prepare 19 sample images (Sample set 1, containing 19 persons’ facial images) that are $80 \times 60$ and include one frontal–face (Figure 3 shows examples of Sample set 1). Varying the scale–parameter $\sigma$ from 0.0 to 6.0 by 0.1 step, we obtain the region graph representation of each sample image in scale–space. From observations of subgraphs spanned on the face of all sample images, we can select 2 typical subgraphs with Hill segmentation and 3 typical subgraphs with Dale segmentation manually.

Figure 4 is typical subgraphs with Hill segmentation, we call this two subgraphs $H_1$ with 4–nodes and $H_2$ with 6–
Figure 3. Examples of Sample set 1.

Figure 4. Typical subgraphs with Hill segmentation, $H_1$ (left side) and $H_2$ (right side).

Figure 5. Typical subgraphs with Dale segmentation, $D_1$ (left side), $D_2$ (middle) and $D_3$ (right side).

To select a suitable subgraph for the feature graph, we investigate the mean value of the life time of each subgraph. The result is shown in Table 1 and Table 2. From these results, the subgraph $H_1$ has suitable properties for the feature graph that (1) $H_1$ can be observed all samples in Sample set 1, (2) $H_1$ has the longest mean value of the life time. So we determine that the feature graph of the human–face has the same graph–structure as $H_1$ and Hill segmentation is the most suitable segmentation method in this case. We also obtain that the common range of the scale parameter $\sigma$ that $H_1$ exist in all samples is from $\sigma = 1.0$ to $\sigma = 2.0$. As this result we set the scale parameter as constant, $\sigma = 1.7$ without noticing.

<table>
<thead>
<tr>
<th></th>
<th>number of appeared images</th>
<th>mean of life time</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1$</td>
<td>9 (of 19)</td>
<td>0.644</td>
</tr>
<tr>
<td>$H_2$</td>
<td>19 (of 19)</td>
<td>1.372</td>
</tr>
</tbody>
</table>

Table 1. Result of Hill Segmentation. (Number of appeared images represents how many samples include that subgraph.)

<table>
<thead>
<tr>
<th></th>
<th>number of appeared images</th>
<th>mean of life time</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1$</td>
<td>11 (of 19)</td>
<td>0.436</td>
</tr>
<tr>
<td>$D_2$</td>
<td>14 (of 19)</td>
<td>0.418</td>
</tr>
<tr>
<td>$D_3$</td>
<td>14 (of 19)</td>
<td>0.700</td>
</tr>
</tbody>
</table>

Table 2. Result of Dale Segmentation. (Number of appeared images represents how many samples include that subgraph.)

Next we consider how to detect the feature graph (= human–face) in the region graph of the image. To detect the feature graph from all possible subgraphs in the region graph, we define the similarity of the selected subgraph to the feature graph at a statistical point of view. We prepare 80 sample images (Sample set 2, containing 5 persons with 16 images per one person) that are $B_K/B_C$ and include one frontal–face(Figure 6 shows examples of Sample set 2) as the Sample set 1 is. We set nodes $P_i = (x_i, y_i)(i = 1, \cdots, 4)$ of $H_1$ as shown in Figure 7.

Figure 6. Examples of Sample set 2.

For this $H_1$, the normalization formula defined in Definition 4 becomes as follows.

$$P'_i = \frac{P_i - P_G}{\sqrt{\frac{1}{m} \sum_{k=1}^{m} \|P_k - P_G\|^2}} \quad (i = 1, \cdots, 4) \quad (4)$$

As we seem the feature graph (normalized) $H_1$ as a 8–dimensional vector $x = (x_1, y_1, \cdots, x_4, y_4)$, we obtain a
8-dimensional statistical distribution of \( \mathbf{x} \) from Sample set 2 (we set \( P_{1} \) as the origin). Assume that \( \mu \) is the mean vector and \( \Sigma \) is the covariance matrices of the distribution, we obtain

\[
\mu = \begin{pmatrix}
0.0290 & 0.2428 & -0.0785 & -1.0504 \\
-1.0420 & 0.4546 & 1.0915 & 0.3530
\end{pmatrix}^t
\]

and

\[
\Sigma = 
\begin{bmatrix}
0.02183 & 0.00252 & -0.02113 & 0.00633 \\
0.02113 & -0.00411 & 0.06578 & -0.09365 \\
-0.00386 & 0.00084 & -0.01843 & -0.01848 \\
-0.00989 & -0.00774 & 0.01621 & -0.01848
\end{bmatrix}
\]

Using \( \mu \) and \( \Sigma \), the similarity of subgraphs is defined as Mahalanobis distance of this distribution.

**Definition 7 (Similarity)** When a \( \mathbf{G} \) has the same structure as \( H_1 \), the similarity of \( \mathbf{G} \) is defined as follows.

\[
S(\mathbf{G}) = (x - \mu)^t \Sigma^t (x - \mu) \quad (5)
\]

where \( x \) is the vector representation of \( \mathbf{G} \) and \( \Sigma^t \) is Moore–Penrose generalized inverse of \( \Sigma \).

From the similarity \( S \), we can detect the feature graph from any possible subgraphs of the region graph.

### 4.2 Experiment

We apply the proposed method to face detection. The test image includes some frontal–faces. The detection of the face is carried out by ordering the similarity of all possible obtained subgraphs in the image. In this experiment, we prepare 2 test images, image A (Figure 8) and image B (Figure 9). Image A is \( 160 \times 120 \) and includes 4 frontal–faces. On the other hand, image B is \( 320 \times 240 \) and includes 6 frontal–faces. Because of the relative difference of size between test images and sample images of Sample set 2, we set \( \sigma = 1.0 \) in the case of image A, and \( \sigma = 1.5 \) in the case of B. The experimental results are shown in Figure 10 (image A) and Figure 11 (image B) as numbers with circle. The number is order of the subgraph \( H_1 \) detected on the test image.

From these results, the proposed method works efficiently except one face with both images. One exceptional face has the low similarity because it has just a few inclination. It is thought that the statistical distribution of the feature graph is so shape that one exceptional face become far from this distribution.
5 Conclusion and future research

In this paper, we propose a new representation method of images in scale-space. We apply this method to face detection problem and show it works efficiently. There remain some important problems about this method that include (1) how to determine adaptive scale parameter automatically (2) how to determine the feature graph automatically (3) what is the suitable segmentation method. There are some approaches to these problem ([2], [5], [8]), but we must analyze good properties (e.g. invariability, monotonicity) of the image in scale-space at first. If we define the feature of the image and the object considering these properties, we can obtain the suitable image representation method that has good properties for image processing.

References


