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Abstract

In the image recognition problem, it is very important
how we represent the image. Considering this, we propose
a new representational method of images based on the sta-
bility in scale-space. Inour method, the imageis segmented
and represented as a hierarchical region graph in scale-
space. The object is represented as feature graph, which
is subgraph of region graph. In detail, the region graph
is defined on the image with the relation of each segment
hierarchically. And the feature graph is determined based
onthe” life-time” of the graph of the object in scale-space.
This” life-time” means how long feature graph lives when
the scale parameter is increased. We apply our method to
the face detection problem, which is foundmental and diffi-
cult problem in face recognition. We determine the feature
graph of the frontal human face statistical point of view. \We
also build the face detection system using thisfeature graph
to show how our method works efficiently.

1. Introduction

Inthefield of image recognition, itisvery important how
we represent theimage. If we want to build aimage recog-
nition system, image processing is depend on how the im-
age is represented. Generaly, an image is represented as
just a multi-dimensional array of pixel value. If we can
develop the image representation method from this array
with considering the structure of the object, we can de-
velop a suitable object recognition method. However, es-
pecially on object detection problem, almost all researches
are based on multivariate statistical or neural network ap-
proach. In this approach, the image is simply represented
as a high—dimensional vector, and compared with template
images which are sometimes very large. These vector-based
methods don't consider the structure of objects. So these

methods are poor in changes of the object such as relative
size in the image, individua variation and so on. To solve
these problem, vector-based methods must prepare many
templates. But this is expensive in the sense of computa-
tion and the disadvantage in computation effects the system
directly.

In this paper, we propose a new representational method
of animage which is considering the structure of the object.
In the proposed method, an image is segmented and rep-
resented as a graph structure called region graph in scale-
space. And the target object in the image is also segmented
into some segments and represented as a subgraph of the
region graph. To represent the object, we define the feature
graph of the object by selecting possible subgraphs spanned
onthe objects, based on the stability in scale-space. Wealso
apply thisfeature graph representation of the object to face
detection problem, which has difficulties with mentioned
above.

2 Image segmentation and scale-space

In this section, we consider the image segmentation and
scal e-space representation of images. Both are well-known
methods in image recognition and so many researches are
devel oped.

2.1 Image segmentation

There exists alarge number of image segmentation tech-
nique. In this paper, we use image segmentation methods,
sometimes categorized into region growing, based on digi-
tal flows defined as follow.

Definition 1 (Digital flow) [10] A digital flow between
two connected pixels P; and £; of an image is defined to
be a vector from the higher intensity pixel to the lower in-
tensity pixel with a magnitude of | P; — P;|.
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Using the digital flow, we can construct a image segmenta-
tion method. For constructing this, we define some terms.

Definition 2 (Effective inflow) [10] A effective inflow of
a pixel is defined in as the steepest digital flow entering to
the pixel.

Definition 3 (Effective outflow) [10] A effective outflow
of a pixel is defined as the steepest digital flow leaving to
the pixel.

From effective inflows of all pixels, we obtain steepest up-
hill paths. Aswe see pixelslyingin uphill pathsto the same
peak are grouped to be the same segment, we obtain the
segmented image. We call this segmentation method hill
segmentation. In parallel using effective outflow, we can
obtain dale segmentation. Figure 1 shows an example of
these segmentation methods. We notice that these segmen-
tation methods have a same property that each segment of a
segmented image has one and only one extrema. So we can
identify all segments by the extrema of each segment.
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(c) hill and dale segmentation

Figure 1. an example of image segmentation

2.2 Scale-Space representation

A scale-space representation([4], [6], [8], [11], [12])is
known as the technique to obtain a multiresolution hierar-
chical representation of image. The scale-space represen-
tation of an image is constructed by convolving the original

image f; (, y) with Gaussian kernels G'(x, y; o):

f($ayaT) = fo(l‘,y)*G(l‘,y,U)
- / Jol€. )Gz — &y — m; 0)dedn (1)

2 2
Gl 90 = g exp (—Ty) o502

where o is called scale parameter. We can obtain multi-
scale representation of an image varying the scale parame-
ter. This convolved imageisalso called blurred image. It is
known that the scale-space representation has many well—
behavedness, however, the property of the non-creation of
extrema does not hold in 2 or more higher dimensions. As
this property, we must consider how to use the extrema in
scale-space when we want use it.

3 Graph representation of the image in
scale—space

As we apply the image segmentation method in scale—
space, we obtain a sequence of blurred, segmented images.
To utilize these images as a sequence, we consider the rep-
resentation method of images in scale-space.

3.1 Graph representation of the image

To represent the image, we first define a graph structure
(called region graph) on a segmented image as follows.

Definition 4 (Region graph) A region graph of image is
defined as a graph spanned on the segmented image whose
nodes are extrema of each segment and connections of
nodes(edges) are determined with connections of segments.

We can obtain the region graph both hill segmentation and
dale segmentation. Generally, we can define the region
graph on watersheds-based segmented images. In scale-
space, an imageisrepresented as a sequence of region graph
structures with each scale. An object of our interestinaim-
age is a'so segmented into some segments. So we can rep-
resent the object as a subgraph of the region graph spanned
on the object. This subgraph representation of the object
is unstable with varying the scale parameter because of the
property of the scale—space representation. However, if the
subgraph is stable in some range of the scale parameter, we
obtain the stabl e subgraph representation of the object. Now
we define the stability of the subgraph structure as a life
time.

Definition 5 (Life time of a subgraph) A life time of a
subgraph which spanned on the object is defined as the
range of the scale parameter such that the subgraph holds
its structure continuously.



Assume that subgraph-structure appearsat ¢ = o, and dis-
appears at ¢ = oy, thelifetimeis | o4 — o, |. We notice
that there exists a case that once vanishing structure appears
again with varying scale—parameter since the property of
non—creation of the extrema. In this paper, we just call life
time of a subgraph, life time. Based on the life time, we
select the suitable subgraph representation of the object that
has the longest life time in scale—space.

Definition 6 (Feature graph) Assume that the subgraph G
has the longest life time in subgraphs spanned on the ob-
ject and nodes of G are given by pixels' coordinates P; =
(zi,y:)(i = 1,2,---,n). Thefeature graph G; of the ob-
jectsis defined the subgraph as follows:

¢ (' has same connections of nodes as G
e each node P/(i = 1,2,---,n) of G; is obtained by
transforming of &' ; with the next formula:
P, — Ps
VAT 1P — Pall?

n

where Pg = (Z Ty, Z Yi)
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We naotice that, in the definition of the feature graph, we
can define the transformation of the feature graph as Affine
transformation, i.e. P/ = AP; + d (wheredet A > 0 and
d is aparalel transport) generally. However, in this paper,
we consider the simplest case of transformation and call this
transformation normalization of the feature graph.

The feature graph representation of the object has fol-
lowing properties.

¢ As the graph representation, the object has the same
structure even if the size in the image is different.

e Considering in scale-space, objects have the same
structure in its life time even if there exist individual
variations.

The feature graph is expected to provide the representation
method that considers the structure of the object. However,
there remains a problem that the feature graph of the target
object exists or not. This problem is depend on the target
object. So we concretely apply the proposed method to the
face detection problem in the next section, and show how
the feature graph works in this problem efficiently .

4 Application to the face detection

In this section, we apply the proposed representa-
tion method to the human-face detection. The face
detection([1], [2], [3], [7]) is one of the important problem

in the face recognition. It is a difficult problem because
there exist size and individual variations of the face. Since
the feature graph representation of the image has suitable
properties for such difficulties. So we apply the proposed
method to this problem and show the feature graph repre-
sentation works efficiently.

We first consider the feature graph structure of the face
statistical point of view and determine the feature graph of
theface. Next, we apply the feature graph determined above
to detect faces in a test image which includes the plural
number of human. Notice that we only treat frontal-faces
with non-occlusion because we want to see only how the
feature graph representation works.

4.1 Feature graph of the face

To determine the feature graph of the human-face, we
investigate subgraphs spanned on the face of sample images
with two segmentation methods, Hill and Dale. Figure 2
shows how the region graph changes in scale-space.

Figure 2. How the region graph changes in
scale—space. From right side, bullered im-
ages, results of Hill segmentation and results
of Dale segmentation. ¢=0.0, 1.0, 2.0,4.0 from
up to bottom.

We prepare 19 sample images (Sample set 1, contain-
ing 19 persons' facial images) that are 80 x 60 and include
one frontal—face(Figure 3 shows examples of Sample set
1). Varying the scaleparameter o from 0.0 to 6.0 by 0.1
step, we obtain the region graph representation of each sam-
ple image in scale-space. From observations of subgraphs
spanned on the face of al sample images, we can select 2
typical subgraphs with Hill segmentation and 3 typical sub-
graphs with Dale segmentation manually.

Figure4istypica subgraphswith Hill segmentation, we
call this two subgraphs /; with 4nodes and H - with 6—



Figure 3. Examples of Sample set 1.

nodes. Figure 5 is typical subgraphs with Dale segmen-
tation, we call this three subgraphs 1>, with 6-nodes, D-
with 4nodes and D3 with 3-nodes. We notice that H; is
included in H - asasubgraph, i.e. H; C H, thisincluding
property hold between D, and D, and D3, i.e. D3 C Dy C
Dy.

i

Figure 4. Typical subgraphs with Hill segmen-
taion, H, (left side) and H, (right side).
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Figure 5. Typical subgraphs with Dale seg-
mentaion, Di(left side), D,(middle) and
Ds(right side).

To select a suitable subgraph for the feature graph, we
investigate the mean value of the life time of each subgraph.
The result is shown in Table 1 and Table 2. From these re-
sult, the subgraph A, has suitable properties for the feature
graph that (1) H; can be observed all samplesin Sample set
1, (2) H; hasthe longest mean value of the life time. So we
determine that the feature graph of the human—face has the
same graph-structure as H; and Hill segmentation is the
most suitable segmentation method in this case. We also

obtain that the common range of the scale parameter o that
H, existin dl samplesisfromeo = 1.0toc = 2.0. As
this result we set the scale parameter as constant, o = 1.7
without noticing.

| | number of appeared images | mean of lifetime |

I, 9 (of 19) 0.644
1, 19 (of 19) 1372

Table 1. Result of Hill Segmentation. (Num-
ber of appeared images represents how many
samples include that subgraph.)

| | number of appeared images | mean of lifetime |

Dy 11 (of 19) 0.436
D, 14 (of 19) 0.418
D5 14 (of 19) 0.700

Table 2. Result of Dale Segmentation. (Num-
ber of appeared images represents how many
samples include that subgraph.)

Next we consider how to detect the feature graph(=
human—face) in the region graph of the image. To detect
the feature graph from all possible subgraphs in the region
graph, we define the similarity of the selected subgraph to
the feature graph at a statistical point of view. We prepare
80 sample images (Sample set 2, containing 5 persons with
16 images per one person) that are 80 x 60 and include
one frontal—face(Figure 6 shows examples of Sample set 2)
as the Sample set 1 is. We set nodes P, = (x;,y:)(i =
1,---,4) of H, asshownin Figure7.
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Figure 6. Exmaples of Sample set 2.

For this H4, the normalization formula defined in Defi-
nition 4 becomes as follows.

P~ P .
Pl = < (i=1,---,4) @

4
VISP - Pal?

As we seem the featugraph (normalized) H, as a 8-
dimensional vector x = (x1,y1,- -, %4, Ya), We oObtain a




Figure 7. Nodes of H;

8—dimensional statistical distribution of x from Sample set
2 (weset P, asthe origin). Assume that 4 isthe mean vec-
tor and X is the covariance matrices of the distribution, we
obtain

n o= (0.0290 0.2428 — 0.0785 — 1.0504
—1.0420 0.4546 1.0915 0.3530)"
and

I=
0.02183 0.00252 —0.02113 0.00633
0.00252 0.01161 —0.00411 0.00148
—0.02113 —-0.00411 0.06578 —0.09365
0.00633 0.00148 —0.00936 0.03120
—0.00386 0.00084 —0.01843 —0.01848
0.00104 —0.00535 —0.00274 —0.01420
0.00316 0.00075 —0.02622 0.02151

i —0.00989 —-0.00774 0.01621 —0.01848

—0.00386 0.00104 0.00316 —0.00989 |

0.00084 —0.00535 0.00075 —0.00774

—0.01843 —-0.00274 —0.02622 0.01621

—0.01848 —-0.01420 0.02151 —0.01848

0.02512 0.01176 —0.00283 0.00587

—0.01176 0.01856 —0.01006 0.00099

—0.00283 —-0.01006 0.02589 —0.01219

0.00587 0.00099 —0.01219 0.02523

Using ¢+ and X, the similarity of subgraphs is defined as
Mahalanobis distance of this distribution.

Definition 7 (Similarity) Whena G hasthe same structure
as H, the similarity of G is defined as follows.

S(G) = (& — )" =@ — p) (5)

where x isthe vector representation of G'and =¥ isMoore-
Penrose generalized inverse of X.

From the similarity S, we can detect the feature graph
from any possible subgraphs of the region graph.

4.2 Experiment

We apply the proposed method to face detection. The
test image includs some frontal—faces. The detection of the
face is carried out by ordering the similarity of al possible
obtained subgraphsin the image.

In this experiment, we prepare 2 test images , image A
(Figure 8) and image B (Figure 9). Image A is160 x 120
and includes 4 frontal—faces. On the other hand, image B
iS320 x 240 and includes 6 frontal—faces. Because of the
relative difference of size between test images and sample
images of Sample set 2, we set & = 1.0 in the case of
image A, and o = 1.5 in the case of B. The experimen-
tal results are shown in Figure 10 (image A) and Figure 11
(image B) as numbers with circle. The number is order of
the subgraph H; detected on the test image.

From these results, the proposed method works effi-
ciently except one face with both images. One exceptional
face has the low similarity because it has just a few incli-
nation. It is thought that the statistical distribution of the
feature graph is so shape that one exceptional face become
far from this distribution.

\hh

Figure 8. Image A. (160x120)

Figure 9. Image B. (320x240)
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Figure 11. Detected result of image B.

5 Conclusion and future research

In this paper, we propose a new representation method
of images in scale-space. We apply this method to face
detection problem and show it works efficiently. There re-
main some important problems about this method that in-
clude (1)how to determine adaptive scale parameter auto-
matically (2)how to determine the feature graph automati-
caly (3)what is the suitable segmentation method. There
are some approaches to these problem ([2], [5], [8]), but
we must analyze good properties (e.g. invariability , mono-
tonicity) of the image in scale-space at first. If we define
the feature of the image and the object considering these
properties, we can obtain the suitable image representation
method that has good properties for image processing.
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