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Abstract

In this paper we presenta novel approac for im-
age databasequeryingbasedon a 3D iconic ervironment,
which supportsmulti-attributesimage descriptionanditer-
ative query refinement.A graphical interface enablesthe
userto createa queryscenebyinstantiatingandtransform-
ing domain-specifi@D objects. The query sceneand the
databaseimages are each associatedvith a descriptorof
scenattributes,andrelevancefeedbak is usedfor refining
gueries.Thepaperinvestigatesheimpactof inexactimage
description,andrelevancefeedbak, on the effectivenessf
the proposedimage-retrieval approach. Experimentalre-
sults showthat imperfectimage descriptiondegradesthe
precisionof image retrieval withoutrelevancefeedbag. It
is alsoshownthat the queryrefinemenapproacd, proposed
in the paper enhancesetrieval precision.

1. Intr oduction

Contentbasedmageretrieval (CBIR) hasbeenstudied
with much interestin the last twenty years. In particu-
lar, someattentionhasbeengivento developingtechniques
thatallow the useof a virtual ervironmentto make visual
queries[2] [7]. Researcthinto suchernvironmentshasbeen
identified asa key areafor CBIR [13]. Severalinvestiga-
tionssuchas|[3] [8], have studied3D basedervironments
for CBIR. Typically, they render3D modelsfrom several
viewpoints,andcomparesach2D view agains2D database
images.

During the processingf a query analyzingthe content
of eachimage of a databasemight needlong processing
time. Queryprocessingime canbe reducedby usingde-
scriptorsassociateavith eachimage[15] [7] togethemwith
an indexing scheme. Such descriptorscan be generated
whenthe imageis addedto the database.This way, the
qguerywill only procesghe descriptorinsteadof theimage

itself, henceresultingin greatemprocessingpeecompared
to analyzingthe imagedirectly. MPEG7[1] is a standard-
isationeffort thattriesto unify approachesor building de-

scriptorscapableof integratingvarioustypesof information

containedn animageor video.

In theinvestigationgeportedherein,we have choserto
focuson CBIR for anarrav applicationdomain,with acon-
strainedvocahulary for describingan image. This ideais
reinforcedby Smeulderstal. [13] who saythatthe quality
of a searchenginetypically improveswhenthe retrieval is
performedon a narrav domain. Although the techniques
presentedn this papercanbe usedin otherdomains,the
gueryenvironmenthasbeenconstrainedo office furniture
andcomputerequipmentjn theapplicationdomainconsid-
eredherein. Sucha tool would be useful for office inte-
rior designersfor example,who may requireaccesdo a
databas®f imagesfrom office equipmentcataloguesThe
usercanchooseobjectssuchastables chairs,desksor com-
puters,and placethemwherever they wantin a 3D virtual
room. Thelattercanbeusedasaquery whichwouldreturn
realphotographsnatching2D views of thevirtual room.

An icon canbedefinedasa symbolicmetaphoiof anob-
jectin ascene.lconscandenotea 2D or 3D ervironment.
The descriptorusedhereinis a compactrepresentatiomf
a 3D iconic ervironment;the descriptorcontainsinforma-
tion ontheiconic contentof thequery Therearefour main
attributes containedin a descriptor: the identifiers of the
icons,their spatialrelationship their texture, andtheir mo-
tion.

Relevancefeedbackis an importantproblem|[6] [13],
whichhasnotbeenfully solvedyet[4] [10]. OneCBIR sys-
temthatintegratesrelevancefeedbackis known asMARS
[11]. By usinga weightedversionof the k nearesneigh-
bor rule, the systemis ableto usefeedbackinformationin
orderto weight significantfeatures. The featureweight is
calculatedby usingthe featurevariancefrom the setof re-
trieved imagesconsideredo be relevant by the user An-
othersystemthatintegratesrelevancefeedbackis known as
PicHunter[5]. By usinga probabilisticmethodbasedon



Bayesiarstatisticsthe systemtriesto directthe searchand
predictwhat imagethe userwants, by looking at userac-
tions.

This paperaddresseswo problemsassociatedvith the
useof object-base@BIR. Thefirst problemis thematching
a2D imagedescriptowith a3D-basedjuery An important
issueis the imperfectobjectdetectiontypically inherentin
automatiaextractionof imagedescriptorsThepaperinves-
tigatesthe impact of inexact descriptordataon the effec-
tivenes®f theretrieval. Thesecondoroblemunderstudyis
theability to refinea queryby usingrelevancefeedback.

The main contributionsof the paperaretwofold. First,
the paperpresentsa frameavork adaptedto CBIR for 3D
queries, using object-basedmulti-attribute image search.
Secondye have developedanapproacHor relevancefeed-
backbasedon the weightedfeatureapproachput the pro-
posedapproactdiffersfrom othersby theway the contritu-
tion of eachattributeis calculated.

2. CBIR framework

Theretrieval procesds executedin several steps,asil-
lustratedin Figurel. In thefirst stage the usercreatesan
iconic querythat representshe scenehe or sheis looking
for. Then,a descriptoris extractedfor the iconic represen-
tation of eachobject. The setof descriptorghat compose
thefull queryarecomparedo the objectdescriptorof im-
agesfrom the databaseThe comparisorincorporatesiser
specifiedweightsfor the descriptorattributes. The usercan
thenselectthe mostrelevantimagesreturnedby the query
or evenmodify the queryparametersA refinedquerywill
thenbeexecuted.Userfeedbackin form of selectiorof the
mostrelevant imageswill affect the consequentlyrefined
guery by weighting the next matchesto promoteimages
similarto therelevancefeedbackmagesetandto theinitial
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Figure 1. The CBIR cycle.

Smeulderstal. [13] stressthe importanceof a graph-

ical interface,and particularly the interactionbetweenthe
userandthe searchengine. We addresghis challengeby
usinganinterface,which enableghe userto build queries
by using 3D icons. The interfaceconsistsof a virtual en-
vironmentwherethe usercancreateicons, move them, or
changeicon properties. The motivationsfor this approach
aregivenhereafter Unlike visualbasedjueriestext based
querieslack precision. It is almostimpossibleto describe
every detail of animageusingwords. The main reasonis
that words may carry differentmeaningsn differentcon-
texts. A visual querycanbe constructedisinga 2D or 3D
ervironment. Whenusinga 2D query we facethe limita-
tion of restrictingthe queryto a particularviewpoint of a
scene.However, a 3D queryopensCBIR to searche$rom
ary viewpoint. The 3D querywill betransformedo a set
of 2D views, whichwill becomparedvith thedatabasém-
ages.However, the relevancefeedbackis performedusing
the2D viewsrepresentetly theimagesselectedy theuser
asrelevant.

In therestof this sectionwe explain whatinformationa
descriptorcontainsandhow theimagedescriptomattributes
are extractedfrom images. Finally, we explain how the
matchingis performed.

2.1 Image descriptor set

A descriptorcontainsfour typesof informationdescrib-
ing the iconic representatiof one particularobjectin an
image. First, the identifier, written as a symbolic string
representingan object name. Extractinga nameis done
through shaperecognition, basedon an approachwhich
usesmultiple 3D viewpoints,which is outlinedin Section
2.2. The namehasan associatedjuality coeficient which
representshe confidencethat the shaperecognisethadin
its object-labellingaccurag. Thequality coeficientwill be
usedwhen processinghe query to favour objectsassoci-
atedwith greatedevelsof confidence.

The seconddescriptorentry is the spatiallocation of a
particularobjectrelative to others. Hence,the scenecon-
figurationis describedusingan object-centeredoordinate
system2]. In this paper extractingthe spatialrelationships
hasbeenfully automatedBy comparingorthogonaprojec-
tions of the spatiallocation of objects,the positionalrela-
tionshipsbetweernbjectsis expressedisingsemantiaules
suchas"“object A is strictly after objectB”. This is based
onthework presentedn [2].

The third part of a descriptorcontainsthe photometric
propertiesof the object. This partis composedf two at-
tributes, the texture and the colour of the object. In the
work presentecherein, the colour hasbeenextractedau-
tomatically This hasbeendoneby averagingthe value of
pixelsacrosghesurfaceof theobject. However, thetexture
attribute, in the form of a descriptve word, hasbeeninput



manuallybecauseautomatictexture analysisis outsidethe
scopeof thework presentedn this paper

A descriptoicouldalsocontainmotioninformation. This
partwould beusefulfor videoretrieval, butit is notconsid-
eredin this papersince our databasecontainsonly static
images.

2.2 Object labelling for imagedescription
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Figure 2. Automatic extraction of object iden-
tifier for image description.

Therearemary differentwaysto createthe descriptors
of imagescontainedn a databaseln this paper we usea
semi-automatedpproachThetexturefieldsof thedescrip-
tor aremanuallycreated.Objectdetectionandlabellingis
doneautomaticallyit relieson shape.Unfortunately such
anoperationcannotbe performedperfectly andmayresult
in objectsnot properlydetected Hence, Section3 presents
anassessmeinf theimpact,of extractinginexactdescriptor
data,onretrieval effectiveness.

The object-detectioomethodcanonly detectthe objects
containedn a pre-definedD shape-modefueryset.Con-
sequentlythis will limit the choiceof objectsavailableto
theuserduringaquery However, suchalimitation is unim-
portantfor mary narrav applicationdomains.

The objectdetectionprocesss donein threesteps,il-
lustratedin Figure 2. First, the imageis segmentedinto
regions. The sggmentationalgorithmis basedon the clus-
teringapproactdescribedn [15]. Then,a 3D shapemodel
of the relevant objectis renderedin several views. Each
renderedriew is comparedvith the sgmentedmageusing
a methodbasedon the generalisedHoughtransform[14].
The ideais to usea polygonalapproximationof the seg-
mentedshapeby dividing its contourat several key points
joined by line segments. Then, what the authorscall a
vectorpair transformis applied. A vector pair consistsof
the two line segmentsjoined at one key point. For each
key point, we recordthe anglebetweerthe two segments.
Then,we matchsimilar vectorpair anglesfrom the query
imageanda sggmenteddatabasémage,andincrementthe
correspondingaccumulatorcells. Accumulatorcell values
aredividedby the sizeof the shape The bestmatch,repre-
sentedby the accumulatomaximum,if above a threshold,

indicateswherethe object, seenfrom a particularview, is
likely to be located. The maximumacrossall views gives
thebestview correspondingo the databasémage.Finally,
a similarity score,which indicateshow well the detected
shapematchedhe projectionof the 3D objectmodel,is at-
tachedto the shapeidentifier storedin the descriptor It is
anticipatedthat the quality of the shapedetectionwill be
influencedby the numberof views choserto renderthe ob-
ject. However, this issueis outsidethe scopeof this work,
apossiblesolutionfor selectingoptimalviews is described
in [9].

2.3 Descriptor matching
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Figure 3. Descriptor comparison process.
A : Comparison based on object matc hing.
B : Comparison based on other scene de-
scription attrib utes ranked by the user in or-
der of impor tance. C : Evaluation of match
scores. D : Display of results with suppor t
for relevance feedback.

In contrastto our approachijn [2] the userchoosesne
particularview of the 3D scene.In our system,wheneer
the userdoesnot specifya view of interest,the camerais
movedaroundthe spacegeneratingnary possibledescrip-
tors, typically for aroundone thousandviewpoints. This
numbercorrespond$o a 10 degreerotationsteparoundthe
axesof the world referenceframe. The distancefrom the
camerao theworld is unimportantheresincethetechnique
usedfor comparingspatialconfigurations invariantto scal-
ing. We extractfrom everyview of thescenea 2D symbolic
description.If this symbolicdescriptionis sufficiently dif-
ferentfrom the previously generatediiews, thenit is com-
paredwith the descriptorof the databasémages.

Comparisonof descriptorsis donein four steps,illus-
tratedin Figure 3. First, pre-processings appliedin order
to extractonly the relevantimagesfrom the databaseThis
is doneby selectingonly the imagesthat possesshe most



importantdistinctive featurespecifiedn thequery For ex-

ample,if auserspecifieghattheobjectidentifieris themost
importantdescriptorentry, we will selectonly the images
thatcontainmary of theiconscontainedn thequery Up to

this stageno spatialrelationsor photometricpropertiesare
involvedyet, only a comparisoron the shape-dexiedicon

identifieris performed.Similarly, if any anotherattributeis

selectedasthe mostimportantdistinctive feature,only this

attributewill beconsideredor thefirst pre-processingtep.
In the particularcaseof all the attributesbeingequallyim-

portant,the descriptorcomparisorprocessanbe executed
sequentiallyin ary order

Then, a comparisonof the remainingattributes of the
iconic descriptoris performed.The weightassociatedvith
eachattribute comparisoris choserby theuserwhenbuild-
ing the query Objectidentifierentriesin the descriptorare
comparedy matchingcorrespondingdentifiervalues.The
numberof matchingobjects,betweenthe databasémage
andthe queryscenejs divided by the numberof objectsin
thequeryscene This givesa percentag¢hatrepresentshe
quality of thematch.

Comparinghespatialconfiguratiorof thescends based
on the methoddescribedn [2], which usesa representa-
tion languagedescribingthe spatialrelationbetweerscene
objects. Del-Bimbo et al. [2] usea symbolic description,
whichis capturedby a setof formulas,expressinghe mu-
tual relationshipbetweenpairsof objects. Eachspatialre-
lation producedrom thequeryscenejs comparedvith the
correspondingelationin theimage. A similarity scores,
expressedasa percentageis returnedas part of the query
result. The scoreis calculatedusingthe equation:

s=100*% (1)

whereg representshe numberof relationsthat satisfythe
correctconfigurationof the query scene,and ¢ the total
numberof spatialrelationsspecifiedn the queryscene.

The colour andtexture are currentlyusedas placehold-
ers.However, in orderto produceexperimentalsesults we
have useda simplemethodillustrating their contribution to
the comparison.Colouris comparedusingthe differences
in hueandsaturationcolour components.A percentagés
returnedwhich representshe ratio betweenthe numberof
coloursfoundin theimagecomparedo the numberof dif-
ferentcoloursspecifiedin the queried.We do not consider
commonproblemssuch as noiseor colour variation, be-
causethey are challengedn their own right, andthey are
outsidescopeof this paper Texture is comparedusingan
algorithmfor matchingtexturelabels,basednanapproach
similar to the one for matchingobjectidentifier descriptor
entries.

The final stepis to computea quantitatve score for
the match. The score,reflectingthe level of similarity of
sceneattributes, is calculatedby a weightedaveragingof

thematchscorefor individual descriptomattributes. Thefor-
mulausedis

4
f = ancn (2)
n=1

wherec, is the absolutevalue of the differencebetween
correspondinglescriptorentries,eachc,, is represente@ds
apercentagew, representtheweightspecifiedoy theuser
for then'” descriptorattribute (the weightssatisfythe con-
straint)", w, = 1). We usepercentagesor descriptor
attribute similarity scoresfor two reasons First, all scores
are normalisedto the samescale. Anotherreasonis that
percentagearequite meaningfulasfeedbacko theuser

2.4. RelevanceFeedback

The relevantimageschosenby the userorient the next
iteration of the search. This is doneby replacingw,, by
wy, * p, iN Equation(2), which becomes

4
f= Z WnPnCn 3)
n=1

wherep,, is the frequeny of occurrenceof descriptoren-
trieswhich aresimilar betweernthe relevance-feedbackn-
agesetandthe original queryimage. p,, is calculatedas
a count, of similar entries,divided by the total numberof
entry-similarity comparisons.As in Section2.3, ¢, mea-
sureghedifferencebetweeradatabasénageandoneview
from the3D query

3. Experimental resultsand discussion

Thefirst objective of our experimentds to assestheim-
pactof imperfectimagedescriptionon the effectivenesof
imageretrieval, basedntheapproachlescribedn thepre-
cedingsectionof the paper The secondobjectie is to as-
sesgheimprovementaccruingfrom relevancefeedback.

Thetestdatabaseomprises’0 imagesshoving aroom
which containsoffice furniture and computerequipment.
Shotsaretakenfrom differentlocations,andwith different
configurationof the scene. Imageswhich do not belong
to the applicationdomain (office furniture and computer
equipmentiarenotincludedin thetestdatabaseHowever,
thereis greatvariability in objectlocationandtype across
the databasewhich increasedhe level of difficulty for the
retrieval task. For queryformulation,the setof shapemod-
elsis composedf eight different3D meshmodelswhich
representhreedifferenttables,acomputeiscreenaprinter,
acomputettower caseandtwo typesof chairs.In theexper
imentsreportecherein,we have usedfixedweightsin Equa-
tion 3, with correspondingaluesof w; = 0.5, ws = 0.3,



wsz = 0.15, wy = 0.05. Thesevalueswere obtainedex-
perimentally they were obsened to offer a good balance
acrosgheweightsof individual descriptorattributes for ef-
fective discriminationbetweerimages.Retrieval effective-
nessis assessedsinga precisionmeasurg13]. The pre-
cisionmeasureepresenttheproportionof relevantimages
foundwithin thetenbest-rankdimagesn thequeryresult.
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Figure 4. Effect of descriptor quality on re-
trie val effectiveness, without relevance feed-
back.
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Figure 5. Effect of relevance feedback on re-
trieval precision. avg is the average descrip-
tor quality coefficient.

Only the quality of the shapedetection,during the ex-
tractionof the objectidentifier descriptorattribute, is con-
sideredin the investigationof the effect of descriptorgual-
ity. Hence the similarity scoreattachedo the objectiden-
tifier attribute of the descriptoris usedasa measuref de-
scriptor quality. Descriptorquality hasbeenmeasuredas
the averageof the similarity scoresfor every objectin the
descriptor Theimagesusedin the testdata,cover a wide
rangeof descriptorquality. Figure 4 shaws the effect of

descriptorquality on retrieval effectiveness.It revealsthat
retrieval precisionincreasesvith descriptorquality.
Thelastsetof testsconcernselevancefeedback Figures
5 and 6 show that, for a given descriptorquality, retrieval
precisionimproveswith relevancefeedback.

4. Conclusion

The paper has presentedapproachedor object-based
multi-attributeimagesearchusing3D queriesandqueryre-
finement.Imagedescriptionis built on aniconic represen-
tationof thescene A 3D gquerycanberefinedby specifying
imagesrepresentingelevant 2D views. It hasbeenshown
thatretrieval effectivenessncreasesvith thequality of data
containedin theimagedescriptor It hasalsobeenshavn
thattheproposedelevancefeedbaclapproactenhancese-
trieval precision.

A possiblefuture direction of researctwould be to op-
timise the searchfor the relevant 3D viewpoint to matcha
2D databas@nage.Thiswouldreducehetimerequiredfor
gueryprocessinganddescriptorextraction. Anotherdirec-
tion for furtherresearchs toward a betterobjectdetection
technique. A techniquecapableof interpretingocclusion
would enabletheadditionof depthrelationshipto theimage
descriptor Finally, the way relative spatiallocationis rep-
resentedequiresoptimizing. The currentobject-centered
coordinatesystemwill resultin mary redundantelations
whenprocessinglutteredimages.Solutionsfrom thefield
of spatialdatabaseare understudy[12]. Also, the con-
currentprocessingof descriptorattributesis underinves-
tigation. The aim is to minimise the effect of poor shape
identificationquality on querymatching.
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Rank: 1

Object:  100%
Location: 97%
Texture: 100%
B Colour:  90%
Average. 98%
. Rank: 3
Object:
Location: 82%
Texture: 100%
Colour: 65%
Average. 92%

(b)

100%

Rank: 2
Object:  100%
Location: 95%
Texture: 100%
Colour: 67%
Average. 96%
Rank: 4
Object:  100%
Location: 63%
Texture: 100%
Colour: 83%
Average. 88%

(a) Initial query and its results. (b) Results after

the image ranked second, in the result of the initial query, is selected as relevant feedback. The
attrib ute between the query and the returned
image. The average similarity score is calculated using Equation 3.

percentages show the similarity of each descriptor

(6]

(7]

(8]

El

(10]

(11]

V. N. Gudvadaand V. Raghaan. Picture Retrieval Sys-
tems:A Unified Perspectie andResearclssues.Technical
report, Departmenbf ComputerScience ,Ohio University,

1995.

B. Lamiroy. Reconnaissancet Mocélisationd’objets3D a

I'aide d'invariantsprojectifset affines PhD thesis,Institut

NationalPolytechniquele Grenobles1998.

D. Lowe. Three-DimensionalObject Recognitionfrom

Single Two-Dimensionallmages. Artificial Intelligence

31:355-3951987.

F. MokhtarianandS. Abbasi. Automatic Selectionof Opti-

mal Views in Multi-view ObjectRecognition. Proceedings
British Machine Vision Confeence 1:272-2812000.

H. Muller, W. Muller, S. Marchan-Maillet,and T. Pun.

Stratgiesfor Positive andNegative RelevanceFeedbackn

Image Retrieval. Proceedingof 15th IEEE International

Confeenceon PatternRecanition, 1:1043-10462000.

Y. Rui, T. Huang,and S. Mehrotra. Content-basedmage
Retrieval With Relevance Feedbackn MARS. Proceed-
ingsof IEEE InternationalConfeenceonImage Processing
2:815-8181997.

[12]

[13]

[14]

[15]

S. ShekharS. Chawla, S. Ravada,A. Fetterer X. Liu, and
C. Lu. Spatialdatabases accomplishmentsind research
needs. IEEE Transactionson Knowled@ and Data Engi-
neering 11(1):45-551999.

A. SmeuldersiM. Worring, S. Santini,A. Gupta,andR. Jain.
Content-Basedmage Retrieval at the End of the Early
Years.|[EEE Transactionsn Pattern Analysisand Machine
Intelligence 22(12):1349-138Mecembel000.

J. P. Turcat, C. C. Chibelushi,andA. A. Low. Compara-
tive Assessmentf HoughTransformTechniquedor Image
Retrieval Using ApproximateShapeQueries. Proceedings
of the IASTED International Confeenceon Msualization,
Imaging andImage Processingpages27-5312001.

J. Z. Wang, J. Li, and G. Wiederhold. “SIMPLIcity:
Semantics-Sensite Integrated Matching for Picture LI-
braries; Lecture Notesin ComputerScience Speciallssue
on Advancesn Visual Information SystemsRobertLaurini
(ed.),1929:360—-371November2000.



