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Abstract

We propose a new technique for tracking based on side
statistics and maximum discriminant analysis. The object
to be tracked is modeled by a set of sample points on the
boundary together with image statistics inside the object.
Tracking is conducted by maximizing the discrimination be-
tween the object and the background, based on an adapted
Kullback-Leibler divergence without knowing the statistics
of the background. Since no knowledge of the background is
required, our technique is particularly useful in dynamic en-
vironments where the background can change substantially
during the performance of a visual task, or when a system
needs to be deployed in different environments. Because we
use both the side statistics and the boundary information,
our method is more robust than the traditional approaches
that use either just boundaries or just regions. As will be
shown experimentally, our technique can deal with complex
environment, changing background, and partial occlusion,
and it is real-time and accurate. We have used the technique
to track a panel such as a piece of paper in an application
system called VISUAL PANEL which serves as a wireless
mobile input device to a computer.

1. Introduction

Tracking moving objects has been a central research area
in computer vision, and has a wide range of applications
such as video surveillance, 3D reconstruction, video com-
pression, augmented reality, and human computer interac-
tion. Efficiency and robustness of tracking are critical in
most of these applications because only a small percentage
of computer resources can be allocated for tracking and the
environment is usually complex and dynamic. Accuracy is
another important consideration because a successful vision
application relies on an accurate input provided by tracking,
e.g., the pose estimation of an object. This paper addresses
these issues and describes a new tracking technique based
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on side statistics and maximum discriminant analysis. We
have used the technique in an application system called VI-
SUAL PANEL which serves as a wireless mobile input de-
vice to a computer by tracking a panel such as a piece of
paper and a pointer such as a finger [16].

Many tracking techniques have been proposed in com-
puter vision, and many are adaptation or reformulation of
those developed in radar target tracking [1, 6]. In radar
target tracking, a target can be relatively easily detected
through thresholding because a target might be a bright
point on a dark background. In computer vision, an im-
age is cluttered, and most of the data is irrelevant to the
object being tracked. The problem of matching ambigu-
ity and data missing is therefore more severe in computer
vision. Several data association versions of the Kalman fil-
ter have been used, including multiple hypotheses [15] and
joint probability data association filter [11]. Another cate-
gory of tracking techniques based on particle filtering have
been studied extensively in the past few years [7, 8, 12].
The idea is to generate a lot of hypotheses according to esti-
mated non-parametric distribution. This approach is usually
more robust but less accurate than the Kalman-filter-based
approach.

Tracking techniques also differ, depending on the repre-
sentation used to describe the objects to be tracked. The first
category is based on region information such as statistic dis-
tribution of color and/or texture [2, 4]. The second category
is based on boundary information such as snakes or active
contours [13, 3, 10]. Contour-based techniques usually pro-
vide more accurate tracking results, but are easily trapped
by strong edges in the background, and are thus less robust
than region-based tracking.

In this paper, we propose a new tracking technique which
takes advantage of both boundary- and region-based ap-
proach. We represent an object to be tracked by its bound-
ary together with statistics within a narrow band inside the
boundary (side statistics for short), and we track the bound-
ary based on a maximum discriminant analysis principle in
order to differentiate the object being tracked from the back-
ground. Discriminative methods are widely used in classifi-
cation [5, 14] and typically yield more robust results. They,
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however, get little attention in tracking. In many applica-
tions, we can learn (either online or offline) the character-
istics of the object to be tracked, but the background can
change substantially in a dynamic environment, and can be
very different from one setup to another. Our method is
particularly useful for this class of applications since we
use the statistics of the object of interest but not that of the
background. Because we use both the side statistics and the
boundary information, our method is more robust than the
traditional approaches that use either just boundaries or just
regions. As will be shown experimentally, our technique
can deal with complex environment, changing background,
and partial occlusion, and it is real-time and accurate.

The paper is organized as follows. Section 2 describes
our approach to representing objects with side statistics and
to tracking using maximum discriminant analysis. Section 3
presents the application of the proposed approach to track-
ing a quadrangle.

2. Discriminative Tracking With Side Statistics

In this section, we describe how to represent objects with
side statistics and how to track them using maximum dis-
criminant analysis.

Tracking can be formulated as an estimation problem.
Let I be the current image, and x be the object to be tracked.
Bayes’ theorem says that the a posteriori probability of ob-
serving x given I is

p(xjI) =
p(I jx)p(x)

p(I)
=

p(I jx)p(x)

p(I jx)p(x) + p(I j�x)p(�x)
; (1)

where p(I jx) is the likelihood function (i.e., a measure of
how likely image I is observed given what we know about
object x), p(x) is the prior model of x (i.e., our prior knowl-
edge of the object being tracked), and �x denotes everything
which does not belong to the object being tracked, i.e., the
background. At time t, we observe a sequence of images
It, It�1, : : :, and the tracking task is then to estimate xt
that maximizes p(xtjIt; It�1; : : :). Applying Bayes’ theo-
rem yields p(xtjIt; It�1; : : :)

=
p(Itjxt)p(xtjIt�1; : : :)

p(Itjxt)p(xtjIt�1; : : :) + p(Itj�xt)p(�xtjIt�1; : : :)
:

(2)
Here, p(xtjIt�1; : : :) is a prediction of x, i.e., prior knowl-
edge about xt, based on previous estimate of the object and
knowledge of the object’s dynamics. More precisely, we
have

p(xtjIt�1; : : :) =

Z
xt�1

p(xtjxt�1)p(xt�1jIt�1; : : :) ;

(3)
where p(xtjxt�1) describes the probability of object state
transition (i.e., knowledge of the object’s dynamics). By

Figure 1. Boundary repre-
sentation and side statistics.

Figure 2. Inner and
outer pixels along a
boundary normal line.

now, it is clear how an object can be tracked at t if it is
tracked until t � 1 and if we know how the object will
likely evolve and if we also know the background. This
is the generative approach or graphical modeling to track-
ing. Although theoretically very interesting and complete,
it requires to model the background almost in the same way
as for the object of interest, which is difficult, if not possi-
ble, because of the complexity and dynamic nature of the
environment. Even if possible, a system built in one envi-
ronment will need to be retrained when deployed in a dif-
ferent environment. Furthermore, the background is usually
irrelevant, making its modeling waste of resources. How-
ever, if background is ignored, then tracking might not be
very stable. For example, the region-based approach may
not work for an object with homogeneous regions, while
the boundary-based approach may be stuck at a strong edge
belonging to the background.

2.1. Representation: Side Statistics

There are many possible ways to represent an object:
templates which can only handle in-image translation; para-
metric templates which can handle global deformation de-
scribed by a parametric model; region statistics which can
handle significant deformation but is usually not detailed
enough; boundary which is accurate but may have difficult
to distinguish edges of the object of interest from those be-
longing to the background.

We describe an object by a set of points on the bound-
ary together with statistics within a narrow band inside the
boundary. Refer to Fig. 1. The set of points fp iji =
1; : : : ; Ng can be the polygonal representation of the
boundary, or can be the sample points on a parametric curve
such as a cubic spline. In the latter case, the number of de-
grees of freedom is much smaller than 2N , usually mak-
ing the tracking more stable. Furthermore, for each sample
point pi, we compute image statistics of a rectangle, de-
noted by Ri, aligned with the tangent vector at pi and lo-
cated inside the boundary, as shown as a yellow rectangle
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in Fig. 1. For image statistics, we simply model the color
variation within Ri as a Gaussian distribution and compute
the mean ci and covariance matrixCi in the RGB space. In
summary, an object of interest x is represented by

x = f(pi; ci;Ci)ji = 1; : : : ; Ng : (4)

Since we attach side statistics to each sample point on the
boundary, we obtain quite accurate description of the ob-
ject of interest, and the accuracy increases by using a larger
number of sample points, at the expense of more computa-
tional cost. Furthermore, side statistics is computed from
a window, allowing us to deal with object deformation in
image due to camera perspective projection when the object
and/or the camera move. In our implementation, the sam-
ple points are separated by 5 to 15 pixels, and the window
size for side statistics is 5 � 10 pixels (5 pixels in the nor-
mal direction and 10 pixels along the tangent direction). To
deal with the camera noise and illumination variation,C i is
increased by adding diag (152; 152; 152).

2.2. Maximum Discriminant Analysis

Since we do not have a model of the background, in-
stead of maximizing the a posteriori probability (2), we pro-
pose to track a moving object by estimating the boundary
fpiji = 1; : : : ; Ng which maximizes the discriminance be-
tween the two sides of the boundary while maximizing the
object likelihood based on learned side statistics. A natural
choice of the merit function is the Kullback-Leibler diver-
gence [5].

The Kullback-Leibler divergence (or Kullback diver-
gence/distance) is the information-theoretic divergence be-
tween two probability distributions p(x) and q(x), given by

DKL(p(x); q(x)) =

Z
p(x) log

p(x)

q(x)
dx : (5)

This is a non-negative measure of the discrimination power
between two probability distributions that equals zero only
when they are identical.

Now, we are adapting the Kullback-Leibler divergence
to serve tracking. Considering the normal through a sample
point pi on the boundary (see Fig. 2). We denote the imme-
diate neighboring pixel within the object region by p+i , and
the immediate neighboring pixel in the background area by
p�i . Collectively, we have

x+ = f(p+i ; ci;Ci)ji = 1; : : : ; Ng (6)
x� = f(p�i ; ci;Ci)ji = 1; : : : ; Ng : (7)

Following previous discussions, we can readily define the
merit function for tracking as D(xtjIt; It�1; : : :)

=

Z
p(Itjx

+
t )p(xtjIt�1; : : :) log

p(Itjx
+
t )

q(Itjx
�

t )
dxt (8)

Figure 3. Kullback-Leibler distances along the nor-
mal line across the boundary for two sample points
arbitrarily chosen.

where p(xtjIt�1; : : :) is given by (3). If we consider indi-
vidual sample points, then we have D(xtjIt; It�1; : : :)

=

NX
i=1

p(Itjp
+

it ; cit;Cit)p(xtjIt�1; : : :) log
p(Itjp

+

it ; cit;Cit)

q(Itjp
�

it ; cit;Cit)
:

(9)
The likelihood for the inner pixel is given by

p(Itjp
+

it ; cit;Cit) = exp
�
�dM (c(p+it); cit;Cit)

�
; (10)

where c(p+it) is the color vector of the pixel at p+it , and
dM (g; c;C) is the Mahalanobis distance between two vec-
tors g and c, i.e.,

dM (g; c;C) = (g� c)TC�1(g� c) : (11)

The likelihood for the outer pixel is given by

q(Itjp
�

it ; cit;Cit) =

(
p�it if p�it > �;

� otherwise:
(12)

where p�it = exp
�
�dM (c(p�it); cit;Cit)

�
. Here, � is intro-

duced to deal with the numerical instability due to the divi-
sion operation in (9) when q(Itjp

�

it ; cit;Cit) is very small.
When exp(�dM (c(p�it); cit;Cit)) < �, it is almost sure
that pixel p�it belongs to the background, and there is no
need to further differentiate it from other background pix-
els. In our implementation, we set � = 0:3.

From (9), we see that tracking a moving object is to
find the most discriminant pixel for each sample point, and
this can be done by searching along the normal line going
through the predicted position for the pixel which maxi-
mizes the adapted Kullback-Leibler divergence. Notice that
the resulting pit is not necessarily the same physical point
on the object as pi;t�1. The tracking works as long as pit
stays in the same image rectangle Ri as pi;t�1 because of
using the side statistics which characterizes Ri. As an ex-
ample, Figure 3 shows the Kullback-Leibler divergence on
pixels along the normal line across the boundary for two
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sample points arbitrarily chosen. The horizontal axis indi-
cates the pixel position; 0 indicates the expected boundary
pixel, a positive value indicates an inside pixel, and a neg-
ative value indicates a background pixel. The vertical axis
is the Kullback-Leibler divergence. We observe clearly that
the Kullback-Leibler divergence maximizes at the expected
boundary position.

The side statistics (ci;Ci) can also be updated using
the side statistics of the tracked sample points. In order to
deal with occlusion and disappearance, we only update side
statistics if the color in the current side rectangle Ri is not
very different from the predicted mean color c i.

3. Example: Tracking a Quadrangle

In this section, we apply the proposed technique to track-
ing a quadrangle. This is used in a system called Visual
Panel to serve a wireless input device of a computer system.
The reader is referred to [16] for details of that system.

3.1. Automatic Detection

We have developed a simple technique based on Hough
transform to automatically detect a quadrangle in an im-
age [9]. Take the image shown in Fig. 4a as an example. A
Sobel edge operator is first applied, and the resulting edges
are shown in Fig. 4b. We then build a 2D Hough space for
lines. A line is represented by (�; �), and a point (u; v) on
the line satisfies cos(�)u+ sin(�)v � � = 0. An edge point
with orientation is mapped into the (�; �) space. In our im-
plementation, � is divided into 90 intervals from �90Æ to
90Æ, and � is divided into 100 intervals from range from �d
to d, where d is the half of the image diagonal. The Hough
space for the edges in Fig. 4b is shown in Fig. 4c.

We then examine the strong peaks in the Hough space
whether four of them form a reasonable quadrangle. By
”reasonable”, we mean:

� the neighboring sides should differ at least by 20Æ in
orientation;

� the opposite sides are close to be parallel (the orienta-
tion difference is less than 20Æ);

� the opposite sides are not close to each other (at least
40 pixels of difference in �); and

� there are indeed a large number of edges on the quad-
rangle.

The last test is necessary because a point in the Hough space
corresponds to an infinite line, and a quadrangle formed by
4 lines may not correspond to any physical quadrangle in an
image. The quadrangle detected in Fig. 4a is shown with red
lines on the image. Our current implementation of quad-
rangle detection achieves 22 frames per second for image
resolution 320x240 on a PC III 1G Hz.

(a) (b)

Figure 5. Comparison between (a) tracking with
edges and (b) tracking with side statistics.

3.2. Tracking

A quadrangle is represented by its four corners. Each
side is represented by 15 points, and the side statistics is
computed for each point when the quadrangle is detected.
After tracking, a line is fitted to the sample points for each
side of the quadrangle, and the intersections of the neigh-
boring lines give the updated corners of the quadrangle.
Because the fitting is based on a robust technique (least-
median squares), partial occlusion or disappearance is al-
lowed. Furthermore, the corners of the quadrangle are
tracked with subpixel precision because they are computed
by intersecting fitted lines. With our proposed discrimina-
tive tracking technique, we almost achieve real-time track-
ing (more than 29.5 frames per second), while our previous
edge-based tracking technique achieves 26 frames per sec-
ond.

Figure 5 shows a comparison of the two techniques.
When I was moving a book from top to down, one side of
the quadrangle was stuck at the desk border with the edge-
based technique, as shown in Fig. 5a, while the new tech-
nique based on side statistics tracked the book very well, as
shown in Fig. 5b.

Figures 6 and 7 show another tracking sequence with dif-
ferent background. Figure 6 shows the automatic detection
result, while Figure 7 shows a few sample results of the
tracking under various situations. Note that this sequence is
quite difficult since the background contains books of sim-
ilar color and there are a large number of edges. Note also
that we have not used any background subtraction or frame
difference technique to reduce the background clutter. As
can be observed, our technique tracks very well under per-
spective distortion, illumination change, partial disappear-
ance, size change, and partial occlusion.

4. Conclusion

We have described a new technique for tracking based on
side statistics and maximum discriminant analysis. The ob-
ject to be tracked is modeled by a set of sample points on the
boundary together with image statistics inside the object.
Tracking is conducted by maximizing the discrimination
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(a) (b) (c)

Figure 4. Automatic quadrangle detection. (a) Original image with detected quadrangle overlaid as green lines; (b)
Edges image obtained with Sobel detector; (c) Hough space.

between the object and the background, based on an adapted
Kullback-Leibler divergence without knowing the statistics
of the background. Since no knowledge of the background
is required, our technique is particularly useful in dynamic
environments where the background can change substan-
tially during the performance of a visual task, or when a
system needs to be deployed in different environments. Be-
cause we use both the side statistics and the boundary in-
formation, our method is more robust than the traditional
approaches that use either just boundaries or just regions.
As have been shown experimentally, our technique can deal
with complex environment, changing background, and par-
tial occlusion, and it is real-time and accurate.
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(a) (b) (c)

Figure 6. Another example of automatic quadrangle detection. (a) Original image with detected quadrangle overlaid
as red lines; (b) Edges image obtained with Sobel detector; (c) Hough space.

(a) (b) (c)

(d) (e) (f)

Figure 7. Sample results of a tracking sequence under various situations.
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