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Abstract

This paper proposes a human body posture estimation
method using neural network. The input feature vector of
the neural network is composed with the result of analyzing
a human silhouette extracted from camera image and the
output vector of the neural network indicates the 2D coordi-
nates of the human body’s significant points. The proposed
method is implemented on a personal computer and runs
in real-time. Experimental results show both the feasibility
and the effectiveness of the proposed method for estimating
human body postures.

1 Introduction

Artificial neural network (ANN) originated from studies
on the mechanisms and structures of the brain has excel-
lent capabilities, such as nonlinear mapping and learning.
Studies on biological systems have led to the development
of new computational models with application to complex
problems such as pattern recognition, fast information pro-
cessing, learning, and adaptation. In the field of computer
vision, ANN is often utilized in many applications since the
capabilities of ANN provide very powerful tools for solv-
ing pattern classification and/or recognition problems [10].
While computer vision technologies have widely been stud-
ied in various engineering fields, recent expectations have
been for them to find application in sensing human infor-
mation [2, 9]. To recognize non-verbal information, such
as gestures and sign language, and to understand actions or
motions, awareness has been growing on the importance of
being able to measure the human body posture or motion
parameters. More specifically, human body posture estima-
tion is important for a number of applications including ad-
vanced human-machine interface systems, visual commu-
nications, virtual reality applications, and video game sys-

tems.
Human body posture estimation based on computer vi-

sion can lighten the burden and stress of users since they
no longer need to utilize contact methods such as mag-
netic sensors. Therefore, several studies have been un-
dertaken on estimation methods using computer vision
[1, 3, 5, 7, 8, 14, 15]; they often lack the ability for real-time
performance, have limits on the body parts able to be de-
tected, and require large computational costs. The authors
have also proposed real-time human body posture estima-
tion methods [4, 12, 13]. The methods are based on both a
contour analysis of human silhouette and their characteris-
tics are: (1) high-speed and robust processing, (2) no mark-
ers on the human body, and (3) a small computing power
requirement. However, the range of acceptable postures is
still limited and a priori knowledge about the relationship
between the analysis results and the human body parts is
required.

This paper proposes a human body posture estimation
method using ANN. In the proposed method, a human sil-
houette image extracted from camera image is analyzed to
compose of input feature vector to the ANN and the ANN
outputs the 2D coordinates of the human body’s significant
points in the image. By using the learning ability of the
ANN to obtain the relationship between the human silhou-
ette and the significant points, no a priori knowledge is nec-
essary to achieve the human body posture estimation. Sec-
tion 2 describes our human body posture estimation method
in detail. Section 3 presents the experiments that tested how
well the proposed method could estimate human body pos-
tures and the results are summarized in section 4.

2 Posture Estimation Method

Figure 1 shows the outline of our method for estimating
human body postures. It is composed of two processes: fea-
ture extraction which uses image processing and significant
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Figure 1. Outline of estimation method.

point estimation which uses ANN. To simplify the process,
we use the following assumptions: (1) no other moving ob-
ject exists within the field besides the human, and (2) the
camera is facing the front of the human.

2.1 Feature extraction from silhouette image

Here, we describe how to compose an input feature vec-
tor from a human silhouette image obtained from camera
images. As a preprocess, the human silhouette is extracted
by calculating the difference at each pixel between the back-
ground image and the input image and then thresholding the
difference at that pixel. First, the centroid of the human sil-
houette, [xg yg], is located as follows.

xg =
Md(1, 0)
Md(0, 0)

(1)

yg =
Md(0, 1)
Md(0, 0)

(2)

Md(m,n) =
∑

x

∑
y

xmyndxy (3)

Here, dxy is the silhouette image,x and y are the verti-
cal and horizontal coordinates of the image, respectively.
Next, an intersection of the human silhouette’s contour and
an axis that is projected outwards from the centroid is ob-
tained [11]. The intersection point is the furthest contour

[xg, yg]
A

[xg, yg]

Figure 2. Extracting feature vector from hu-
man silhouette image (top: axes projected at
specific angles on silhouette image, bottom:
contour image approximated by furthest con-
tour edge from the centroid).

edge along the axis. As shown in the top of Fig. 2, the
intersection points are located at everyΘ0 degrees around
the centroid with the clockwise direction from point A on
the contour pixel. As shown in the bottom of Fig. 2, a
figure which connected each intersection point sequentially
is a circumscribed polygon of the silhouette image. This
approximated contour has similar characteristics to active
shape models [6].Then, the distance between the intersec-
tion point [xpi

ypi
] and the centroid is calculated as follows.

Di =
√

(xpi − xg)2 + (ypi − yg)2 (4)

The distanceDi can be considered as a feature from the
human silhouette. However, it is hard to find mathematical
model that defines the relationship between the feature and
the part of the human body. Therefore, we estimate the re-



lationship by using ANN. The feature vector can be defined
as follows.

zT =
[

D1 D2 D3 . . . DN

]
(5)

The feature vector is normalized in order to have zero mean
and unit variance and is scale, location and rotation invari-
ant. The normalized feature vectorz∗ is used as a feature
input vector in the stage of estimating significant points of
the human body using ANN.

z∗i =
zi − µz√

σz
(6)

Hereµz andσz are the mean and the variance of the element
of the feature vectorz, respectively.

2.2 Significant point estimation using ANN

In this section, we describe how to design ANN for esti-
mating significant points of the human body. The ANN is a
three-layer PDP model with no inner feedback loops and no
direct connections from the input layer to the output layer.
The following sigmoid function,f , is used as an activation
function of neurons in the hidden and output layers.

f(u) =
1− exp(−au)
1 + exp(−au)

(7)

Herea is the parameter of the sigmoid function. The rela-
tionship between inputs and outputs of the ANN is given by
the following equation.

vl = f(
M∑

j=1

w2lj
f(

N∑

i=1

w1ji
zi + θ1j

) + θ2l
) (8)

wherezi is the input to theith neuron in the input layer,
vl is the output of thelth neuron in the output layer,wkji

andθkj
(k = 1, 2) are the weight and threshold, andN and

M are the number of neuron unit in the input and hidden
layer. The learning of the ANN is carried out according
to the generalizedδ-rule with an adaptive learning rate to
minimize the cost functionJ .

[
wkji

(t + 1)
θkj (t + 1)

]
=

[
wkji

(t)
θkj (t)

]

−η(t)

[
∂J

∂wkji
(t)

∂J
∂θkj

(t)

]
+ α

[
∆wkji(t)
∆θkj (t)

]
(9)

η(t) =





(1 + γ)η(t− 1) if J(t) < J(t− 1)
(1− βγ)η(t− 1) if J(t) > J(t− 1)
η(t− 1) otherwise

(10)

J(t) =
1
2

P∑ L∑

l=1

(vdl
− vl(t))2 (11)

where η is the learning factor,α is the momentum fac-
tor, ∆wkji(t) is the weight increments at thetth iteration,
∆θkj (t) is the threshold increments at thetth iteration,γ
andβ are the adaptive factor in the learning,vdl

is the teach-
ing signal,L is the number of neuron unit in the output
layer, andP is the total number of the training data.

3 Estimation Experiment

In this study, 9 significant points of human body (head,
hands, feet, elbow joints, and knee joints) are considered.
Thus we define the relationship between the ANN’s outputs
and the significant points as follows.

vT = [ xH yH xeL
yeL

xhL
yhL

xkL
ykL

xfL

yfL
xfR

yfR
xkR

ykR
xhR

yhR
xeR

yeR
]

Here, the subscriptH is the index of the top of the head,
eL is the index of the left elbow joint,hL is the index of
the left hand tip,kL is the index of the left knee joint,fL is
the index of the left foot tip,fR is the right foot tip,kR is
the index of the right knee joint,hR is the index of the right
hand tip, andeR is the right elbow joint.

In order to achieve the relationship between the input
feature vector and the significant points of human body part
by learning of the ANN, various patterns of body posture
are necessary as a teaching data of the ANN. However it
is hard to collect everything of every body posture even if
the posture is limited to only front view. In our experiment,
the teaching data is made by extracting postures from the
teaching materials video of Chinese shadow boxing (Tai Chi
Quan) because the movements of Chinese shadow boxing
have various combinations with complexity of hands and
feet. The total amount of 1064 teaching data (P = 1064)
was extracted manually from the Chinese shadow boxing
instruction video with a 320-by-240 pixel resolution. Thus
the teaching vectorvd is defined by normalizing with re-
spect to the centroid of the human silhouette [xg yg] as fol-
lows.

vT
d = [

xdH
− xg

xg

ydH
− yg

yg

xdeL
− xg

xg

ydeL
− yg

yg

xdhL
− xg

xg

ydhL
− yg

yg

xdkL
− xg

xg

ydkL
− yg

yg

xdfL
− xg

xg

ydhL
− yg

yg

xdfR
− xg

xg

ydfR
− yg

yg

xdkR
− xg

xg

ydkR
− yg

yg

xdhR
− xg

xg

ydhR
− yg

yg

xdeR
− xg

xg

ydeR
− yg

yg
] (12)



Figure 3. Examples of estimating significant
points in close testing (left column: original
image, middle column: human silhouette im-
age, right column: estimated human body’s
significant point image).

The dimension of the feature input vector was 36 since
the intersection points are located at every 10 degrees (Θ0 =
10). The number of neuron in the hidden layer was defined
by trial and error in order to converge the ANN learning.
In the experiment, the ANN structure was a 36-76-18 net-
work (N = 36, M = 76, andL = 18). The initial weight
matrices were randomly selected from the interval[−1, 1].
The parameters werea = 1, η(0) = 10−4, γ = 10−2,
β = 10, andα = 0.9. The maximum allowable error in
each output unit was10−2 while the learning iteration was
limited to 105 for each training data. After the learning of
the ANN was completed, the weight matrices were fixed
and the ANN was used in the significant point estimation
process. Figure 3 shows examples of the estimation result
in the close testing. Here the silhouette images are manually
obtained in the middle of Fig.3 and the estimated significant
points of human body are shown with small squares in the
right of Fig.3. As shown in the right figures, the significant
points and the centroid are located successfully.

To evaluate the feasibility of our estimation method, we
carried out experiments using real camera images. The
proposed method was coded in the C language and imple-
mented on a personal computer (Gateway GP7 Pentium III
800MHz, Windows 98). The images from the CCD camera
(SONY EVI-D30) were digitized into the computer with a
160-by-120 pixel resolution via flame grabber (MATROX
METEOR-II). The background subtraction was carried out
by using the statistical background modeling, threshold se-
lection, subtraction operation, and pixel classification [3]
and an image processing of noise cleaning was also applied.

The entire process for estimating human postures ran in real
time (approximately 20 frames/sec).

Figure 4 shows examples of estimation results and Table
1 shows the estimation error that is defined as follows.

εi =
√

(xim
− xi)2 + (yim

− yi)2

Here the real locations of significant points, [xim
yim

], were
obtained manually from images and the estimated locations
of significant points, [xi yi], were the outputs from the ANN
(i = H, eL, hL, kL, fL, fR, kR, hR, eR). Fig. 4(a) is the
captured images, Fig. 4(b) is the human image extracted by
using the background subtraction, Fig. 4(c) is the signifi-
cant points that are intersections of the human silhouette’s
contour and axes that are projected outwards from the cen-
troid, and Fig. 4(d) is the significant points estimated by
the ANN. In Fig. 4(d), the estimated significant points of
human body are indicated with small squares. In each esti-
mation result, the significant points are indicated with small
squares (white: significant point, gray: centroid). As shown
in Fig. 4, all of the significant points could be extracted suc-
cessfully without depending on the posture, position where
the person was standing, background condition, and im-
age resolution. Although the ANN was trained using only
the limited data extracted from the Chinese shadow box-
ing video and the human image extraction with the back-
ground subtraction is not always completely successful, the
proposed method could achieve robust estimation of the sig-
nificant points with the ANN’s generalization ability. These
experimental results indicate both the feasibility and effec-
tiveness of our proposed method for estimating human body
postures. However the estimation of the significant points
is not good enough accurate as shown in Table 4. In order
to improve the estimation accuracy, the learning or network
topology of the ANN should be redesigned and the human
extraction method from image should also be improved.

4 Conclusions

This paper has proposed a real-time human body posture
estimation method using ANN. The input feature vector of

Table 1. Estimation error of the posture shown
in Fig. 4.

posture 1 posture 2 posture 3
min εi [pixel] 1.00 5.83 5.39
max εi [pixel] 10.03 21.59 15.62∑

εi [pixel] 47.78 112.75 88.23∑
εi/9 [pixel] 5.31 12.53 9.80
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Figure 4. Examples of estimating significant points(left column: posture 1, middle column: posture
2, right column: posture 3). (a) original camera image, (b) human image obtained by background
subtraction, (c) extracted significant point image, and (d) estimated human body’s significant point
image

the ANN is extracted from a human silhouette’s contour im-
age, and the output of the ANN indicates the 2D coordinates
of the human body’s significant points. Using image data
extracted from Chinese shadow boxing video, the ANN is
trained. The proposed method is implemented on a per-
sonal computer and runs in real time. Experimental results
confirm both the feasibility and the effectiveness of the pro-
posed method for estimating human body postures.
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