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Abstract

This paper discusses a novel approach for human
body extraction and posture classification from still im-
ages. This step can be used to provide additional infor-
mation about the image content, especially those with
a strong human flavor. Our approach eliminates the
need for image segmentation as the first step, thereby
it does not suffer from the consequences of poor delin-
eation of regions. We use a 2D puppet model to repre-
sent the human body form. A puppet is defined using
a hierarchical and articulated graph. The optimization
process is initiated by the input of the head, and then
the position and characteristics of each adjacent limb
is optimized using o local similarity measure. The set
of attribute features of the limbs is used to describe the
posture of the human subject. We tested the perfor-
mance of these features with decision tree and artificial
neural network classifiers. For a two class problem (i.e.
posture of sitting and standing), we achieved a classifi-
cation accuracy of 85% on a set of 320 realistic images.

1 Introduction

In the context of image indexing and retrieval en-
gines, the presence of human is an important element
in the representation of the images content. Because
people describe images by considering objects and peo-
ple [8], many queries involve the status or the relation-
ships between a person and its environment in the im-
age, as expressed in the query “I look for photographs
with John waiting in front of the Eiffel Tower”. This

query, expressed in a natural language form, character-
izes the configuration of a body by a class of posture
(like “standing”, “sitting”, etc. ). Such semantic sym-
bols must be considered by image retrieval engines, be-
cause people describe images by symbols related to the
actions or to the postures of the subject of an image.

Works in this field greatly use the temporal com-
ponent of video sequences in a way to extract human
silhouettes [3, 15]. Other approaches use the extracted
silhouettes to reconstruct human bodies [12, 1].

When considering still images, few works intend to
tackle the reconstruction of human silhouettes. David
Marr in [7, p306], illustrates a pattern recognition ap-
proach on human silhouette recognition. The work of
Yoshinari Kameda [6] use 3D model-matching of an ar-
ticulated objects that can be used to recognize human
bodies on synthetic images, but this kind of approach is
very sensitive to noise in the processed images. Other
approaches make use of special input devices, like ther-
mal infrared cameras [4], or sets of cameras [5] to char-
acterize and to track person gestures.

The work described in [10] intends to find the posi-
tion of the limbs of a person. This approach was only
demonstrated in simulated data, and according to our
tests the skin color detector used in [10] is not accurate.
This work is also based on a segmentation process with-
out model, and uses geometrical forms and heuristics
to build a simple human model.

Many research have been conducted on human ges-
ture recognition (especially for interaction purposes)
but, to the best of our knowledge, only [2] intends to
qualify human postures in classes of postures (sitting,
standing, lying and kneeling). This work determines
additionally the point of view from which the human



is photographed (like “frontal” and “profile”). This
approach achieves very good results (95% of correct
description), but is based on a silhouette extraction
process on video analysis.

Our concern here is to describe the class of posture
of human subject on color photographic still images.
Such approach needs first to extract the silhouette of
the subject. This problem is very complex to achieve,
but we show that the use of 2D puppets allows to find
accurate approximation of the real silhouette of a sub-
ject. Puppets are defined using a hierarchical and artic-
ulated graph with constraints. The optimization pro-
cess is initiated by the input of the head, and then the
position of each limb is optimized using a local simi-
larity measure. Additional hypotheseses consider that
the whole body is visible in the image, and no external
occlusion occurs. The reason that underlies the use of
additional hypotheseses is that without such hypothe-
ses it is currently almost impossible to go further the
work of [9] where only standing pedestrian where able
to be detected. However, our proposal is already ro-
bust against limited self occlusions. After the puppet
of a human being is defined, we are able to use a de-
cision step to characterize the class of the posture of
the subject. The decision step is based on meaningful
features from the extracted puppet. Currently, we are
considering 2 classes of posture: sitting and standing.
We show that the decision step using decision trees
and feed-forward neural networks achieve high accu-
racy and are very stable.

The paper is organized as follows: in section 2, we
present the puppet model and its optimization accord-
ing to an input image, in section 3, we present the
posture class decision step, in section 4, we apply our
approach on a test set and we present the results ob-
tained, in section 5, we conclude and we present the
future directions of our work.

2 Puppet Extraction

In this section, we present the puppet extraction
process. This process is based on searching for the
optimal position of a 2D model of the puppet on the
image. Before describing the puppet model proper, we
would like to make the following remarks:

e The projection of a human body onto 2D image
(noted I) destroys the information of depth and
proportion. Also, we assume that it is difficult
without other information (temporal, protected
environment, etc.) to segment its silhouette accu-
rately. To obtain, nevertheless, some information
on its configuration, we thus propose an approx-

imation of its silhouette by a 2D model (namely
P) puppet, which is described in section 2.1.

e The configuration of the human body is obtained
by a process of adjustment described in 2.3. This
process optimizes the configuration of the puppet
evolving in a 2D space (noted J) making possible
to take into account the proportions of the human
body. A stage of registration between I and J is
described in section 2.2.

2.1 The model

The proposed model of the puppet, showed figure 1,
is hierarchical, articulated, with constraints.

Figure 1. The hierar chical, articulated model
of a puppet.

It is composed of 10 rectangles, each one localized
in the plan J by a point of reference p;, an angle with
respect to the vertical ¢;, a height h;, a width w; and
an appearance function g;. Therefore, the puppet can
be represented as:

P = (Ro, *,Rg) and R; = (p;, a;, w;, hi, g;) Vi € [0(9)]

1
with p; € R% and a;, w;, h; € R . g; is a function with
value in A which accounts the visual appearance of
the members. A models color, texture, etc. Finally, a
puppet is represented by 50 real parameters.

Because our model is articulated and to take into ac-
count the physical constraints of the human body, we
fix the reference points p; Vi € [2..9] on their respective
parents. These points represent the articulations of the
puppet. The articulation of the trunk R; has neverthe-
less one degree of freedom: only z,, can move.

Because it is hierarchical, each member has a single
relative. This relation of order in the elements of the
model is presented figure 1. This hierarchy shows the
significant role the trunk R; plays in the entire local-
ization process. The primary members are the head



Ry and the trunk R;. The other secondary members
are: arm {Rz, Rs} and thighs {Ry4, Rs}, followed by
the front arm-lever {Rg, Ry} and the legs {Rs, Ro}.
Because it models a human entropological form, the
angular and size characteristics of the puppet have
constraints. They are modeled by a set of intervals
within these constraints, i.e. Vi a € Ly,, w € L,,, and
h € Ly,. Because it is based on the appearance of the
members of the human body, a set of 9 appearances
functions g; : R; C J — A which is used to primarly
account for the clothing of a human subject.

2.2 Registration

Let us recall that we seek to position this 2D puppet
onto the silhouette of a human subject. The first step
is to anchor at least one of the puppet’s member onto
the corresponding point on the image. This position
restricts the zone of study around this member of ref-
erence. Also, the scaling function can be derived from
the registration process, i.e. s : I — J. We thus make
the assumption that all the characteristics of the head
(Ro) are known. Localization of face from still images
is sufficiently reliable today [14, 13] so that it is possi-
ble to estimate the localization of the head of a human
subject under certain angular and size conditions.

2.3 Adjustment of the model

Within the framework of this paper, a local and hi-
erarchical approximation of this articulated model has
proved sufficiently effective to account for the real con-
figuration of the human body. Taking into account the
significant role of the trunk, the width w; and z,, were
optimized. For the other members, w; is fixed.

The number of characteristics entering in the pro-
cess of optimization is thus finally 20: z,,,w; and
ai,h; Yi € [1..9]. Each characteristic is locally opti-
mized in the following order: For Ry, xp,, o1, wi then
hy are optimized, then, R; Vi € [2..9] (the other mem-
bers), a; and h; are optimized. To simplify our matter,
we express this process within the framework of opti-
mization of the angle «; of the rectangle Ri.

The local optimization of a characteristic in this set
is carried out by discretizing the values of the mem-
ber’s angle to some fixed step. n temporary rectangle
Ri; Vj = [l..n] are thus calculated for a; variable in
L,,. Wecall S = Uj Ri;.

This optimization is based on the two values below.
We define the precision, which measures how much the
appearance of the interior of R;; is similar to what it

should be:

— |{M €S | (M € Rij) A ((p(%M) gpeolor)”
v {M €S [ ¢(i, M) < peotor}|

(2)
(with ¢(i, M) a short notation for o(I(M), gi(s(M))))
and the specificity which measures, how much the ex-
terior of R;; is dissimilar to what it should not be:

ps = |{M € S| (M ¢ R’ij)/\ (QO(Z,M) >pcolor)}|
’ {M € 5| p(i, M) > peotor }| .

An experimental parameter pcor is introduced here
to take into account of the diversity of real images !.

A measurement of similarity ¢ : A% — R is used.
Because of the noise in the image and the inaccuracy
of the model, the precision measure p, < 1. In the
same way, the specificity measure p, # 1, because it is
possible to find objects similar to the target outside of
the zone. These two quantities evolve in the same way
and account for the mapping of the rectangle R;; and
the target. To obtain a single value, we multiply these
2 quantities:

Pmatch = Pp X Ds (4)

This formulation 4 remove any bias the specificity p,
would contribute. For example, when p; ~ 1 and p, =
0, the product is null for a zone which is obviously not
similar. The process calculates all possible R;;. We
therefore select the highest p,qaecn corresponding to a
particular member characteristics.

3 Posture Decision

We seek to estimate the posture of human forms
starting from still images. To test our approach we
chose two most commonly used decision algorithms:
probabilistic classifiers and neural networks.

We use the 18 following characteristics for the decision-
making: the angle a; and the quotient height over
width hz/w, with R; Vi # 0.

3.1 Probabilistic Classifier

To test the decision of posture from probabilistic
classifier, we use a decision tree generator. We first ex-
plore the C4.5 decision tree [11] implementation. This
algorithm starts with large sets of cases belonging to
known classes. The cases, described by any mixture
of nominal and numeric properties, are scrutinized for
patterns that allow the classes to be discriminated. It
generates then a decision tree by minimizing the en-
tropy of the set with to the method of Hunt. These

LOur experiments show that p.ojor = 0.5 gives good results.



patterns are expressed in the form of decision trees or
sets of if-then rules, that can be used to classify new
cases, with emphasis on making the model understand-
able as well as accurate. The decision trees generators
use mainly logical or integer characteristics. The use
of continuous values is made possible by discretisation.

3.2 Neural Network

We used a feed-forward neural network with 3 lay-
ers. The layer of input is consisted of the 18 numerical
characteristics. At output, we await 2 binary values,
for example “0 1”7 for “sitting”, “1 0” for “standing”.
Several interpretations of the output are possible. We
chose to threshold these 2 values against 0.5. The num-
ber of neurons of the hidden layer was fixed at 18.

4 Experimental results
4.1 Data Set

To test our approach, we obtained a set of 320 pho-
tographs that we used for training and testing pur-
poses. To allow for a good varieties of postures and
view points, we proposed the following data collection
steps:

e 2 postures represented by sitting and standing.

e 2 camera heights (the photographer upright and
squatted).

e 5 camera views of the subject (steps 45°).

e 3 installations of the legs. In the case upright:
“legs inserted, legs tightened, not stuck and legs
perfectly stuck”; in the sitted case: “lengthened

legs, legs folded at right angles and the bust leaned

backwards.

e 4 installations of the arms: “isolated, along the
body without contact, with contact and crossed
(total proper occlusion)”.

We thus obtain 2 x 2 x 5 x 3 x 4 = 240 exhaustive
photographs.

We then added 80 unspecified photographs while
varying the distance to the camera, the posture, the
position of the members and the environment.

4.2 Puppetextraction
With the process as described in section 2.3, we ex-

tracted the puppets from these 320 photographs on a
PC Intel Pentium ITI 700Mh using “Windows Me” with

128Mb of RAM. For one image, this process took 1
minute for a study zone of 256 x 384 pixels. The local-
ization of the head was previously performed manually.

Within the framework of this paper, we chose to ap-
proximate the appearance function g; in the following
manner: for the upper part (R; Vi € {1,2,3,6,7})),
9i(M) = aypper YM € R;, and, for the lower part
(R; Vi € {4,5,8,9}), gi(M) = ajower YM € R;. These
constants (Qypper, Gower) Were automatically approxi-
mated by an instance of the color in the middle of the
trunk and under the belt.

We chose to use the color information based on HSV
color model. Thus, ¢ is defined by p(a1,a2) = 1 —
|la; — a2l|,, with a; and ay representing the couple hue
(linearized and standardized) and the saturation (lin-
earized) of the color.

The quality of the results of this extraction is not
easily measurable in an objective manner, since it is
not a real segmentation of the silhouette. However,
from a qualitative point of view, we observed the re-
sults and decided in a subjective way to arrange these
photographs in 3 classes according to whether the map-
ping were good, average or bad:

e The first class gives an account of a perfect match-
ing between the silhouette and its puppet. The
only noted errors may result from the inadequacy
of the model.

e The second class is that of the cases where 1 or 2
secondary members (figure 1) deviates from the
ideal position. This is often due to the similarity
between the background and the subject.

e The last class accounts for the cases where the al-
gorithm shows instability, mainly in the mapping
of the trunk.

The table 1 shows the results obtained.

Good | Middle | Bad
68% 18% 14%

Table 1. Results of the classification

We obtain nearly 70% of good results. These good
results are visually very close to the true silhouette
and give an account of its configuration in 2D. The
images of the middle class (18%) presented minor errors
which do not seem to disturb the decision-making. The
images of the bad class (14%) show the limits of the
model and the algorithm of adjustment.

From a quantitative point of view, we compared the
projection of the puppet in a binary image with the



optimal silhouette. These silhouettes were obtained
beforehand by thresholding the 240 exhaustive pho-
tographs. For the 80 remaining photographs, we routed
them by hand. This quantitative coeflicient is the re-
covery rate between a silhouette S and a puppet P.
The figure 2 shows two examples. This recovery rate
is defined as follows:

TWFJMEHNMEW
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Figure 2. Examples of recovery rate: r =
0.76(L), r = 0.43(R)

We obtain an average rate of 62.8% on the 320
images. This recovery rate can appear weak but it
has to be compared with the best value that the model
could perform. Indeed, given that w; is fixed, a; € Ly,
h; € Ly, and that the hands and feet are not modeled, r
is much smaller than 1. We compare it to best puppets
found whose recovery rate is roughly 80%.

4.3 Posture Decision

The decision of posture is easier to quantify. Having
chosen 2 classes, any result must be compared with the
mathematical chance of a random classifier of which the
probability of giving the good answer is 0.5. We chose
an experimental process called “leave one out” which
consists of choosing one case ¢ in n and to train the
system on the n — 1 remaining cases and to test on c.
Results are showed in table 2:

We observe that the neural network is more accu-
rate than the generator of decision tree. So, the neural
networks are better at generalizing the decision model.

For C4.5, we measure the coherence of the training
set by the calculation of a minimum error rate that

Good Classification
C4.5 78.5%
Neural Network 84.7%

Table 2. Good Classification rates

the system generates when the input is perfect. This
is done by launching the training and the test on the
same set. The error rate obtained was 2.2%. For the
neural network, the numerical error rate after training
was 1.8%. It was stabilized after only 2000 iterations.

4.4 Stability analysis

The results above show how our process of extrac-
tion of silhouette, coupled to a decision-making process
is able to produce satisfactory global results with 84.7%
of good classification.

We seek to measure now the intrinsic quality of the
decision-making process. For that, the decision part
should be launched on the best possible puppets. The
error rate of the decision would be then a measurement
of the quality of classification.

We chose to estimate this ratio by analysing the nu-
merical limit of the recovery rate. For each extracted
puppet P we calculate the decision error rate on the
subset of the puppets whose recovery rate is lower than
r(P). Let us call F(x), the set of puppets for which
r(P) < z. Among F(z) the classifier made mistakes
on Fy(z) C F(z), and the error rate is defined:

Fu(z
@) = ®)
The figure 3 shows the behavior of e.
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Figure 3. Behavior of e on the data set

First, the behavior of e for r less than approxi-
mately 0.48 is without any significance since the 45 cor-



responding puppets are not correctly extracted. The 45
puppets (14%) for which the recovery rate are less than
0.48 belong to the class “bad” as seen in section 4.2.
Some of this error rate are below 0.15% which seems
to be illogical. This behavior will be the subject of
another study. For r greater than 0.5, e is decreas-
ing, which shows the coherence of the decisional sys-
tem used. In other words, the more the approximation
of the silhouette is accurate, the more the decision is
good: we had determined that the error rate converges
to 0.15. Finally, the behavior of this error rate shows
the relative stability of the decisional system. Indeed,
improving r from 0.5 to 0.6 enhances the error rate by
approximately 8%. Whereas improving r further 0.6 to
0.7 decreases the error rate by a lower margin of 3%.
This implies that the decision system is robust to the
errors of extraction of silhouette.

5 Conclusion & Future Works

The objective of the work described here is to ex-
tract an approximation of a silhouette from a human
subject and to decide its posture from still images.

A 2D model, puppet, simulating the appearance of
a human silhouette was introduced. A local and hier-
archical approximation estimates the configuration of
the human body. Based on this model, characteristics
are provided to a probabilistic classifier and a neural
network classifier. The best of the two classifiers used
show a rate of correct classification of 84.7%.

The errors due to the approximate extraction of the
silhouette are partly compensated by the decisional al-
gorithm. The extraction of the silhouette, however es-
timated by a simple puppet appeared extremely sat-
isfactory. The decision of posture, in the case of the
neural network, is comparable to other works [2] which
mainly starting from silhouettes extracted in video se-
quences.

Future works linked to this study are directed in 2
axis. First of all, it appears essential to us to evalu-
ate the behavior of our system if the localization of the
head is based on an automatic process of localization of
faces. By construction, the adjustment process should
be relatively resistant with possible imprecision. In a
second time we want to generalize the model of puppet
to take into account more realistic cases. In particular,
the use of texture during measurement of the similar-
ity should improve the precision of the extraction of
puppet for subjects showing an unspecified clothing.
Other generalizations will take into account minor ex-
ternal occlusions as much as other kind of posture like
“lying” or “arms raised”.

For the decision part, we think that a better ex-

traction of the silhouette should bring more degrees
of freedom in the input characteristics increasing the
correct recognition.
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