Face Registration Using Wearable Active Vision Systems for Augmented Memory
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Abstract

This paper describes a wearable active vision system called VizWear-Active in which an active camera is used to obtain more information about the wearer and his or her environment for a wearable vision system. We have constructed the prototype system based on VizWear-Active and implemented two reflex actions: gaze direction stabilization and active tracking. For the gaze direction stabilization, the direction of the camera-head is controlled using an inertial sensor, which reduces the influence of the wearer’s motion on the input images. For the active tracking, the system tracks a person by controlling the direction of the camera-head to observe the person even if the attention of the wearer is focused elsewhere. Our prototype system performs for these reflex actions in real time.

Autonomous face registration was implemented on our prototype system for visual augmented memory applications. Facial images can be used to retrieve visual memory cues related to a human subject if various facial expressions are registered in face dictionary. Our system automatically registers the facial images in the its dictionary and uses them to retrieve visual memory cues when the system finds a particular person. We confirmed the basic functions of autonomous face registration in experiments.

1. Introduction

Wearable systems are attracting more attention as wearable devices become smaller and more efficient. The advantages of wearable systems are that they can experience the environment of the wearers and can directly assist the wearer by understanding the context of the wearer and his or her environment. In this regard, visual information is important for understanding contexts. We are researching wearable systems, interfaces and applications that use computer vision techniques. We call them collectively VizWear[1, 5].

Visual augmented memory is a promising application of wearable systems. It assists the wearer to recall previously experienced episodes. A visual augmented memory can be realized by storing and retrieving visual memory cues in an episodic database. Visual memory cues may include information related to previous encounters with persons, such as their location, time and situations. Farringdon and Oni [3] used face recognition techniques to retrieve visual memory cues. A facial image can be used to retrieve visual memory cues if a variety of facial expressions for each person are registered in the face dictionary. It is, however, difficult to prepare a face dictionary in real-world environments. We propose autonomous face registration in which the face dictionary is automatically constructed when the system finds a particular person.

Wearable systems often use body-mounted cameras to obtain visual contexts. Usually, the cameras are fixed on the wearer’s body or head and have the same field of view as the wearer. Many applications, however, require a versatility in excess of that possible with a fixed body-mounted camera, because both the wearer and objects likely move about independently. Mayol et al. [6] proposed wearable visual robots that use wearable active cameras, and evaluated some basic vision tasks. Their robots can observe objects even if the attention of the wearer is not kept on the objects. We also use a wearable active camera on the VizWear to extend to cognitive abilities associated with wearer’s eyesight. We call this concept VizWear-Active. Our first prototype system based on VizWear-Active implemented face registration for the visual augmented memory application.

The rest of the paper is organized as follows. In the next section, we describe prototype system based on VizWear-Active and its basic actions. In Section 3, we discuss visual augmented memory in terms of the face registration task and show results of an experimental implementation our prototype system of VizWear-Active. The Section 4 is a brief conclusions.
The first is a reflex action for controlling the wearable active camera according to conditions of the wearer and his or her environment. The reflex action should respond in real-time to cope with various situation changes. The second is a cognitive action that understands and archives visual contexts occurring in the real-world environment. The cognitive action requires large computational resources and a large amount of storage. In our system, the reflex action is implemented on the wearable client in order to directly control the active camera in real-time, whereas the cognitive action is implemented on the vision server to use the rich resources.

The reflex actions play important roles in VizWear-Active to obtain more information about the wearer and his or her environment. The basic reflex actions, image stabilization and active person tracking, are described in the rest of this section.

2.2. Gaze direction stabilization

In wearable systems, the input image sequence is affected by the motion of the wearer. Gaze direction stabilization aims to keep the wearable active camera pointing independent of the wearer’s body motion. This is done using the inertial sensor. The posture of the camera is measured by the inertial sensor. The camera-head is controlled to keep the gaze direction on a previously determined reference direction according to the measured posture of the camera.

Figure 2 shows input image sequences captured by our prototype system: without stabilization (a) and with stabilization (b). The sequences were captured with two cameras that were joined to each other. The “+” marker indicates the attention point of the system. The marker is not visible in some input images in (a). On the other hand, the marker is appears in all input images in (b).

The system, however, often failed to keep the marker position in the center of the input images. This problem was caused by a delay in the camera control. To reduce its influence, a virtual fovea region was added to the input images according to the error estimated by the time lag on between the camera motion and the direction control of the camera-head. The white rectangles in Figure 2 (b) indicate the virtual fovea region. The virtual fovea region keeps the marker in the center of the input image. Figure 3 shows the gaze direction stabilization comparison. The blue line indicates the error between the marker position and the center of input images without stabilization, the green line indicates the error with stabilization, and the red line is the error between the marker position and the center of virtual fovea region. We can see that the error can be reduced by the gaze direction stabilization.
Figure 3. Gaze direction stabilization comparison.

2.3. Active Tracking

In many applications, it is important to observe not only subjects being watched by the wearer but also other subjects. When the wearer encounters a person, our system tracks the person by using the direction control of the camera-head to observe the person even if the attention of the wearer is not kept on the person.

Initially, the camera has to focus on the front of the wearer with gaze direction stabilization, and the person’s head region is detected in the virtual fovea region by fitting it to an elliptic head model [2]. After detecting the head region, it is tracked by continuously fitting the elliptic model around the head region in the previous frame. Then, the direction of the camera-head is controlled to keep the head region in the center of input image.

Figure 4 shows results of active tracking. The ellipses indicate the tracked region. We can see that the person can be continuously tracked in the wide area by keeping the head region in the center of the input images.

3. Visual Augmented Memory on VizWear-Active

The visual augmented memory assists the wearer to recall episodes in his or her life. It is realized by storing and retrieving the visual memory cues in the episode database. This section describes the visual augmented memory for face registration and recognition and shows the results of an automatic face registration experiment using VizWear-Active.
3.1. Face Registration and Recognition for Visual Augmented Memory

The episode database consists of visual memory cues which are video logs displaying previously encountered people and their environment. Face recognition techniques are used to retrieve the visual memory cues. Then, the face dictionary indexes the episode database to retrieve the visual memory cues of each person.

Whenever the wearer encounters a person, the visual memory cues of the encounter are stored in the episode database, and these are related to the person by using the face dictionary. If the wearer encounters the same person later, the visual memory cues are retrieved from the episode database using face dictionary and presented to the wearer.

To robustly recognize faces in a real-world environment, the face dictionary should contain various facial expressions for each person encountered. It is, however, difficult to prepare a sufficient number of face images in advance, because who the wearer will meet cannot be specified in advance. In [4], the authors propose a cooperative distributed face registration that can automatically and efficiently construct the face dictionary using many active cameras which are distributed and fixed in the room. We will apply this concept to the visual augmented memory applications of systems base on VizWear-Active.

3.2. Autonomous Face Registration

Figure 5 shows the overview of our visual augmented memory application in which the face dictionary is automatically constructed on the spot using stored visual memory cues.

Facial images are extracted from the input images, and the facing direction is estimated using the eigenface method [10, 8]. The facial image is recognized using the face dictionary. If the facial image matches an entry in the face dictionary, visual memory cues of the person are presented to the wearer from the episode database, and the input images are additionally stored in the episode database for matched person. If the facial image cannot be matched to any entry in the face dictionary, the input images are stored in the episode database for a new person. Then, the facial images are registered in the face dictionary and indexes the person in the episode database.

To cope with facing changes, the facial images are categorized according to the facing. Therefore, subspaces for each facing should include the images reflecting a large number of lighting conditions.

Lighting condition is evaluated using averaged face templates for typical lighting conditions [4]. The averaged face template for each lighting condition is created by averaging facial images of many people. If a person is sufficiently registered in the face dictionary, the DFFS from the subspace of the person becomes small to any averaged face template. On the other hand, the DFFS often becomes large if the
person is insufficiently registered. Therefore, the lighting condition of the registered facial images is evaluated using the maximum DFFS between the subspace and all averaged face templates for typical lighting conditions.

3.3. Experimental results

Figure 6 shows the input images obtained while tracking two persons: Target-A and Target-B. Facial images were extracted with facing estimation. These were registered in the dictionary as shown in Figure 7. Target-A was sufficiently registered for each facing. On the other hand, Target-B was not registered for the left facing because he was observed for only a short time. Figure 8 shows average images and eigenvectors of the subspace.

Figure 9 shows test images and extracted facial images of Target-A (test 1 and test 2) and Target-B (test 3 and test 4), which were observed in environments different from Figure 6. Table 1 shows the distances from the subspaces shown in Figure 8. Tests 1 and 2 were correctly matched to Target-A, and test 3 was correctly matched to Target-B. On the other hand, test 4 was not matched to any registered person, because the left profile of Target-B had not been registered in the dictionary. In this case, the facial image was registered for a new person by mistake. To solve this problem, the face dictionary could merge two or more entries that are judged to be similar.

4. Conclusion and Future Work

This paper described the concept of VizWear-Active in which a wearable system uses a wearable active camera to obtain more information about the wearer and his or her environment. A face registration task was implemented for a visual augmented memory application on the prototype system. Facial images were automatically registered in a face dictionary indexing the episode database when the system observed the person.

However, we were able to confirm only the most basic functions with the prototype system. To realize complete visual augmented memory applications, the episode database should be analyzed and pigeonholed so that it presents the visual memory cues desired by the wearer. Furthermore, the face dictionary should be more efficiently constructed by finding ways to eliminate failed registration and merge dictionaries in which same person are separately registered. In addition, the current prototype system uses a large camera, so we are constructing the new system that uses much smaller wearable active camera.
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Figure 7. Examples of registered facial images.

Figure 8. Averaged images and subspaces created from registered facial images.

Figure 9. Input images for recognition test.

Table 1. Results of recognition test.

<table>
<thead>
<tr>
<th>direction</th>
<th>Target-A</th>
<th>Target-B</th>
</tr>
</thead>
<tbody>
<tr>
<td>test 1 (Target-A)</td>
<td>front</td>
<td>0.67</td>
</tr>
<tr>
<td>test 2 (Target-A)</td>
<td>left</td>
<td>0.65</td>
</tr>
<tr>
<td>test 3 (Target-B)</td>
<td>front</td>
<td>1.00</td>
</tr>
<tr>
<td>test 4 (Target-B)</td>
<td>left</td>
<td>1.09</td>
</tr>
</tbody>
</table>