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Abstract

This paper describesa wearable active vision system
called VizWear-Active in which an active camen is used
to obtainmore informationaboutthewearer andhis or her
ervironmentfor a weamble vision system. We have con-
structedthe prototypesystenbasedon Viz\Wear-Activeand
implementedwo reflex actions: gazedirectionstabilization
and active tracking. For the gazedirection stabilization,
thedirectionof the camean-headis contmolled usingan in-
ertial sensorwhich reducesthe influenceof the weaer's
motion on the input images. For the active tracking, the
systemtracks a person by controlling the direction of the
camen-headto observethe personevenif the attentionof
thewearer is focusectlsewheie. Our prototypesystenper-
formsfor thesereflex actionsin realtime

Autonomoudace registration was implementecbn our
prototype systemfor visual augmentedmemoryapplica-
tions. Facial images can be usedto retrieve visual mem-
ory cuesrelatedto a humansubjectf variousfacial expres-
sionsareregisteredin facedictionary. Our systenautomat-
ically registers the facial imagesin the its dictionary and
usesthemto retrieve visual memorycueswhenthe system
findsa particular person.We confirmedthe basicfunctions
of autonomougaceregistrationin experiments.

1. Intr oduction

Wearablesystemsareattractingmoreattentionaswear
able devices becomesmallerand more efficient. The ad-
vantagesof wearablesystemsare that they can experi-
encethe ernvironmentof the wearersand can directly as-
sistthe wearerby understandinghe context of the wearer
andhis or herervironment. In this regard, visualinforma-
tion is importantfor understandingontexts. We arere-
searchingvearablesystemsinterfacesandapplicationghat
usecomputervision techniquesWe call themcollectively
VizWear1, 5].

Visualaugmenteanemoryis a promisingapplicationof
wearablesystems It assistdhe wearerto recall previously
experienceckpisodesA visualaugmenteanemorycanbe
realizedby storingandretrieving visualmemorycuesin an
episodedatabase Visual memorycuesmay includeinfor-
mationrelatedto previousencountersvith personssuchas
their location,time andsituations.Farringdonand Oni [3]
usedfacerecognitiontechniquego retrieve visualmemory
cues.A facialimagecanbe usedto retrieve visualmemory
cuesif a variety of facial expressiondor eachpersonare
registeredin the facedictionary It is, however, difficult to
preparea facedictionaryin real-world ervironments. We
proposeautonomougaceregistrationin which thefacedic-
tionaryis automaticallyconstructedvhenthe systemfinds
aparticularperson.

Wearablesystemsoften use body-mountedcamerago
obtainvisualcontects. Usually, thecamerasrefixedonthe
wearersbodyor headandhavethesamefield of view asthe
wearer Many applicationshowever, requirea versatilityin
excessof thatpossiblewith a fixed body-mountedcamera,
becaus®oththewearerandobjectdik ely moveaboutinde-
pendently Mayol etal. [6] proposedvearablerisualrobots
that usewearableactive camerasand evaluatedsomeba-
sic vision tasks. Their robotscan obsere objectseven if
the attentionof the weareris not kept on the objects. We
alsouseawearableactive cameraon the VizWear to extend
to cognitive abilitiesassociatedvith wearers eyesight. We
call thisconceptizZWear-Active Ourfirst prototypesystem
basedon VizZWear-Activeimplementedaceregistrationfor
thevisualaugmenteanemoryapplication.

Therestof the paperis organizedasfollows. In the next
section,we describeprototypesystembasedon Viz\Wear-
Active andits basicactions. In Section3, we discussvi-
sual augmentednemoryin termsof the faceregistration
task and shaw resultsof an experimentalimplementation
our prototypesystemof VizWear-Active The Sectiond is a
brief conclusions.
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Figure 1. Prototype system for Viz\Wear-Active.

2. VizWear-Active

Many currentwearablesystemshave wearablecameras
fixedonthewearers bodyor headwhich meanghey have,
at best,the samefield of view asthe wearer This makes
visualobsenationsdependenbnthewearers posture Fur-
thermore sinceinput imagesoften becomeunstablewhen
theweareranoves,certainvision algorithmsmay not work
correctly The conceptof VizWear-Active is intendedto
copewith theseproblems. The cameracanchangethe di-
rectionof the camera-headccordingto situationsandpur-
poseof the applicationandprovidesthe wearablesystems
with afield of view independenof the wearers motion.

2.1 Prototype Systemfor VizWear-Active

We have constructeda prototype system based on
VizWear-Active which consistsof a wearableclient and a
vision sener as shovn in Figure 1. The wearableclient
includesa Card-PC(Intel mobile Pentiumlll500MHz), an
activecamerandaninertialsensorTheCard-Pds enough
smallto wear (140 mmx105 mmx40 mm), andit is con-
nectedto the active cameraandtheinertial sensor The ac-
tive camerais mountedon the wearers shoulder The di-
rectionof thecamera-heatd controlledaboutelevationand
panningby the Card-PC.The inertial sensotis attachedo
the active cameraandit measureshe postureof the active
cameraasthewearemmoves.

Thevision seneris a high-performancelesktopPC (In-
tel Xeon1.7GHzdual)equippedvith largestoragedevices.
Many vision algorithmsaretoo computationallyheavy for
existing stand-alonewearablecomputer In our system,
suchtasksareimplementednthevision sener, which sup-
plementghewearableclientthroughanon-lineconnection.
Thewearableclient andthe vision sener communicatesia
awirelessLAN network (IEEE802.11H 1Mbps).

Two typesof actionsare requiredfor VizZWear-Active

Thefirst is areflex actionfor controlling the wearableac-
tive cameraaccordingo conditionsof thewearerandhis or
herenvironment. Thereflex actionshouldrespondn real-
time to copewith varioussituationchanges. The second
is a cognitive action that understandsind archives visual
contets occurringin the real-world ervironment.The cog-
nitive actionrequireslarge computationaresourcesand a
large amountof storage. In our system,the reflex action
is implementedon the wearableclient in orderto directly
control the active camerain real-time,whereashe cogni-
tive actionis implementedon the vision sener to usethe
rich resources.

Thereflex actionsplayimportantrolesin VizZWear-Active
to obtainmoreinformationaboutthe wearerandhis or her
ervironment. The basicreflex actions,imagestabilization
andactive persontracking,aredescribedn therestof this
section.

2.2 Gazedir ection stabilization

In wearablesystems,the input image sequencés af-
fectedby the motion of the wearer Gazedirection stabi-
lization aimsto keepthe wearableactive camerapointing
independenbf the wearers body motion. This is doneus-
ing the inertial sensar The postureof the camerais mea-
suredby the inertial sensar The camera-hea controlled
to keepthe gazedirection on a previously determinedref-
erencedirectionaccordingto the measuredgostureof the
camera.

Figure 2 shaws inputimagesequencesapturedby our
prototypesystem:without stabilization(a) andwith stabi-
lization (b). Thesequencewerecapturedwvith two cameras
thatwerejoinedto eachother The*+” markerindicateghe
attentionpoint of the system. The marker is not visible in
someinputimagesin (a). On the otherhand,the markeris
appearsn all inputimagesn (b).

Thesystemhowever, oftenfailedto keepthemarker po-
sition in the centerof the inputimages. This problemwas
causedby a delayin the cameracontrol. To reduceits in-
fluence,a virtual fovearegion was addedto the input im-
agesaccordingto the error estimatedby the time lag on
betweerthe cameramotionandthedirectioncontrolof the
camera-headThewhite rectanglesn Figure?2 (b) indicate
thevirtual fovearegion. Thevirtual fovearegion keepsthe
markerin the centerof theinputimage.Figure3 shavs the
gazedirectionstabilizationcomparisonTheblueline indi-
categheerrorbetweerthemarkerpositionandthecenterof
input imageswithout stabilization,the greenline indicates
the errorwith stabilization,andtheredline is the error be-
tweenthe marker position and the centerof virtual fovea
region. We canseethattheerrorcanbereducedyy thegaze
directionstabilization.
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Figure 2. Results of gaze direction stabilization.
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Figure 3. Gaze direction stabilization compar -
ison.

2.3 Active Tracking

In mary applicationsijt is importantto obsere notonly
subjectsbeing watchedby the wearerbut also other sub-
jects. When the wearer encountersa person, our sys-
temtracksthe personby usingthe directioncontrol of the
camera-heatb obsene the personevenif the attentionof

theweareris notkeptontheperson.

Initially, the camerahasto focus on the front of the
wearerwith gazedirection stabilization,and the persons
headregionis detectedn thevirtual fovearegion by fitting
it to anelliptic headmodel[2]. After detectingthe headre-
gion, it is tracked by continuouslyfitting the elliptic model
aroundthe headregion in the previous frame. Then, the
directionof the camera-head controlledto keepthe head
regionin thecenterof inputimage.

Figure4 shavsresultsof activetracking. Theellipsesin-
dicatethetrackedregion. We canseethatthe personcanbe
continuouslytrackedin the wide areaby keepingthe head
regionin thecenterof theinputimages.

3. Visual Augmented Memory on VizWear-
Active

The visual augmentednemoryassistghe wearerto re-
call episodesn his or herlife. It is realizedby storingand
retrieving the visual memorycuesin the episodedatabase.
This sectiondescribesthe visual augmentednemory for
faceregistrationand recognitionand shows the resultsof
an automaticface registration experimentusing VizWear
Active
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Figure 5. Visual augmented memory.

3.1 FaceRegistration and Recognition
for Visual AugmentedMemory

The episodedatabaseconsistsof visual memory cues
which are video logs displaying previously encountered
peopleandtheir environment. Facerecognitiontechniques
areusedto retrieve thevisualmemorycues.Then,theface
dictionaryindexesthe episodedatabasdo retrieve the vi-
sualmemorycuesof eachperson.

Wheneer the wearerencountersa person,the visual
memory cuesof the encounterare storedin the episode
databaseandtheseare relatedto the personby usingthe
facedictionary If the wearerencounterghe sameperson
later, thevisualmemorycuesareretrievedfrom theepisode
databasesingfacedictionaryandpresentedo the wearer

To robustlyrecognize€facesn areal-world ervironment,
thefacedictionaryshouldcontainvariousfacialexpressions
for eachpersonencounteredit is, however, difficult to pre-
pareasufficientnumberof faceimagesn advance because
whothewearemwill meetcannotbespecifiedn advance.ln
[4], the authorsproposea cooperatie distributedfacereg-
istrationthatcanautomaticallyandefficiently constructhe
facedictionary using mary active cameraswhich are dis-
tributedandfixedin theroom. We will apply this concept
to the visual augmentednemory applicationsof systems
baseon Viz\Wear-Active

3.2 AutonomousFaceRegistration

Figure 5 shaws the overview of our visual augmented
memory applicationin which the facedictionary is auto-
matically constructedn the spotusingstoredvisualmem-
ory cues.

Facialimagesare extractedfrom the input images,and
thefacingdirectionis estimatedisingtheeigenicemethod
[10, 8]. Thefacialimageis recognizedusingthe facedic-
tionary. If thefacialimagematchesnentryin thefacedic-
tionary, visual memorycuesof the personare presentedo
thewearerfrom the episodedatabaseandtheinputimages
areadditionallystoredin the episodedatabaséor matched
person. If the facial image cannotbe matchedto ary en-
try in thefacedictionary, the inputimagesarestoredin the
episodedatabasdor a new person.Then,thefacialimages
are registeredin the facedictionary and indexesthe per
sonin theepisodedatabasefacialimagesarecontinuously
registeredin the facedictionaryuntil thereare a sufiicient
numberof them. Sincerequiredfacial imagesare depen-
denton afacerecognitionmethod thefacialimagesshould
be evaluatedadjustingthe facerecognitionmethod.

Oursystemuseghesubspacenethod[9, 7] to recognize
faces A subspacés createdrom thefacialimagedor each
facing.If theDFFS(distancdrom featurespace)[T is small
betweenthe facialimageand a dictionary entry subspace,
thefacialimageis matchedo thatentry. Appearancesf fa-
cial imagesarevariouslychangedy influenceof the ervi-
ronmentchangesEspeciallythefacingandlighting condi-
tions seriouslyaffect the appearancesto copewith facing
changesthe facialimagesarecateyorizedaccordingto the
facing. Therefore subspacefor eachfacingshouldinclude
theimagesreflectinga large numberof lighting conditions.

Lighting conditionis evaluatedusingaveragedacetem-
platesfor typicallighting conditions[4]. Theaveragedace
templatefor eachlighting conditionis createdy averaging
facialimagesof mary people.If apersonis sufficiently reg-
isteredin the facedictionary the DFFSfrom the subspace
of thepersorbecomesmallto arny averagedacetemplate.
On the other hand, the DFFS often becomedarge if the
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Figure 6. Input image sequences.

personis insufiiciently registered. Therefore,the lighting

conditionof the registeredfacialimagesis evaluatedusing
themaximumDFFSbetweerthe subspacandall averaged
facetemplatedor typicalllighting conditions.

3.3 Experimental results

Figure6 shavstheinputimagesobtainedwhile tracking
two personsTarget-AandTarget-B.Facialimagesvereex-
tractedwith facingestimation. Thesewereregisteredn the
dictionaryasshown in Figure7. Tamget-A wassufficiently
registeredor eachfacing.Ontheotherhand, Target-Bwas
not registeredfor the left facing becauséhe was obsened
for only a shorttime. Figure8 showvs averageimagesand
eigervectorsof the subspace.

Figure9 shavstestimagesandextractedfacialimagesof
Target-A (testl andtest2) and Target-B (test3 andtest4),
whichwereobsenedin ervironmentdifferentfrom Figure
6. Tablel1 shawvsthedistances$rom thesubspaceshowvn in
Figure8. Testsl and2 werecorrectlymatchedo Target-A,
andtest3 wascorrectlymatchedo Target-B.On the other
hand,test4 wasnot matchedto ary registeredpersonbe-
causeheleft profile of Target-Bhadnot beenregisteredn
thedictionary In this casethefacialimagewasregistered
for anew persorby mistale. To solvethis problem theface
dictionarycould memgetwo or moreentriesthatarejudged
to be similar.

4. Conclusionand Futur e Work

This paperdescribedthe conceptof VizWear-Active in
which awearablesystemusesa wearableactive camerao
obtainmoreinformationaboutthewearerandhis or heren-
vironment. A faceregistrationtaskwasimplementedor a

visualaugmenteanemoryapplicationontheprototypesys-
tem. Facialimageswere automaticallyregisteredin aface
dictionaryindexing the episodedatabasavhenthe system
obsenedtheperson.

However, we were ableto confirm only the mostbasic
functionswith theprototypesystem.To realizecompletevi-
sualaugmenteanemoryapplicationsthe episodedatabase
shouldbe analyzedand pigeonholedso thatit presentghe
visual memory cuesdesiredby the wearer Furthermore,
the facedictionary shouldbe more efficiently constructed
by finding waysto eliminatefailed registrationand meige
dictionariesn which samepersorareseparatelyegistered.
In addition,the currentprototypesystemusesa large cam-
era,sowe areconstructinghe new systemthatusesmuch
smallerwearableactive camera.
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