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Abstract 
 
 This paper addresses a neural network model 
employing multivariate analysis to implement the image 
segmentation task.  Image segmentation is the process of 
partitioning an image into related regions or sections 
based on the characteristics.  Each pixel of the 
segmented image belongs to one of the predefined 
segment classes.  In order to classify the pixels of the 
image, a neural network is applied.  The proposed neural 
network model contains a single hidden layer with a 
small number of nodes determined by the desired 
percentage of variation in the selected principal 
components obtained from a principal component 
analysis of the training sample features.  The weights 
between the input layer and the hidden layer are 
computed directly using principal component analysis.  
The weights between the hidden layer and the output 
layer are computed by applying the delta rule iteratively 
in the training procedure. 

The significance of this research is that the proposed 
model considerably reduces number of hidden nodes and 
training time, compared with the neural network model 
trained by backpropagation algorithm, and still 
maintains the expected accuracy for the classification 
results.  
 
 
1. Introduction 

 
Image segmentation techniques have been developed 

for many years; there are various methods and algorithms 
to deal with the image segmentation tasks.  Increasing the 
accuracy and efficiency of the image segmentation are 
also the concerns of the designs and algorithms in the 
image segmentation.  The main goal of our proposed 
image segmentation model is trying to meet these 
requirements mentioned above. 

Our proposed model is a neural network based model 
employing the statistical multivariate analysis techniques.   
There are one hidden layer and one output layer in the 
proposed model, the output of the hidden layer are 
independent normally distributed variates.  The details of 
the design of our proposed model and the results of 
simulation and practical application are going to be 
elaborated in the following paragraphs. 
 
2.  The structure of proposed pattern   
     recognizer 
 

The structure diagram of the proposed neural network 
model [1][2] for image segmentation is shown in Figure 1.  
In the following paragraphs, the details of the structure 
and the training method of the proposed model are going 
to be depicted. 
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Figure 1. Structure diagram of neural network model  

 
 

The proposed neural network model [3], which is 
shown in Figure 1 above, is composed of input layer, one 
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hidden layer and output layer.  We assume this image 
segmentation method is classification-based, the 
information of a pixel and its neighbor pixels is used to 
classify each pixel into one of the predefined segment 
classes.  Therefore, each pixel and its neighbor pixels are 
treated as a pattern feature vector.  There are n+1 input 
nodes representing n pattern features of interest and one 
bias node with input -1.  There are k+1 hidden nodes 
representing the most k significant principal components 
y1, y2,…, yk and one bias node with input -1, where k is 
not greater than the number of pattern feature n.  The 
number of nodes of the hidden layer is decided by the 
percentage of the variation in the selected principal 
components obtained from a principal component analysis 
of the training sample feature vectors.  The details of 
finding the hidden nodes are going to be described in the 
later paragraphs.  There are m output nodes, which are m 
pattern categories or pattern classes, indicating the pattern 
classes recognized by the proposed neural network model.   

The weights between the input layer and hidden layer 
are obtained by applying principal component analysis.  
In order to describe the method to find the weights 
between the input layer and hidden layer, we will brief the 
mathematical background of principal component 
analysis.   

  
3.  Mathematical background review 
 

Assume the random variables x1, x2,…, xn of interest 
have a certain multivariate normal distribution with mean 
vector µ and covariance matrix ∑.  It is possible to find a 
set of new variables, y1, y2,…, yn, called principal 
components, which are linear combinations of the original 
random variables, but they are uncorrelated [4].    

We start by considering a set of sample population 
consisting of M n-dimensional pattern feature vectors [5].  
The form of feature vector is: 
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The mean vector of the sample population is calculated by 
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The covariance matrix ∑ can be calculated by  
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In many applications, the variables x1, x2,…, xn are 
represented in more than one different unit of 
measurement, thus the set of normalized variates z1, z2,…, 
zn should be applied.  The normalized variates are 
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where µi is the ith element of the mean vector µ and σi is 
the square root of the ith diagonal element of the 
covariance matrix ∑. 

The covariance matrix of the normalized variables z1, 
z2,…, zn is C which is the correlation matrix of original 
variables x1, x2,…, xn.  The ith principal component yi is 
defined as                
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which is the ith largest portion of total variance.  In order 
to find the principal components, the eigenvalues λ’s and 
eigenvectors l’s needed to be computed, we will have that 
λi is the ith largest eigenvalue of C and li is the 
eigenvector associated with λi.  Thus the linear compound 
yi, the ith principal component of the original variables x1, 
x2,…, xn, can be found, the first k largest principal 
components plus the bias node with the value of -1 are the 
nodes of the hidden layer.  The weights between the input 
and hidden layers, v’s, are obtained from the principal 
component process as 
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where lij is the jth element in the ith eigenvector associated 
with the ith largest eigenvalue of the correlation matrix C.  
There are only small number of principal components 
going to be applied to the nodes of the hidden layer, the 
number of principal components applied to the hidden 
layer is determined by the percentage of variation of the 
first k principal components to total variance.  The set of 
the first k significant principal components, which are 
based on the predefined level of significance, are 
computed from the matrix C and the weighs v’s are 
plugged in. 

The output nodes are computed by the activation 
 
                                                             

              ( )
ineti e

netf −+
=

1
1

                                      (8)                                                                     

 
 
where neti is  
                        
                            

               1,
1

+
=

−= ∑ kij

k

j
iji wywnet                              (9)                                                                           

 
                         

The weights between the hidden layer and output layer 
are computed by employing the delta rule iteratively as 
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where the η is the learning rate, oi(t) is the output of the ith 
node in the output layer at the training iteration t, and di is 
the desired output which is 1 if the training pattern   
belongs to the class i and 0, otherwise.  The training 
process will be done when the total error less than the 
predefined error threshold or the number of the training 
iterations exceeds the preset maximum iterations. 
 
4.  Simulation results 

 
In this computer simulation, multi-normal distributed 

feature patterns with different number of pattern features 
are trained in the fully connected perceptron model with 
one hidden layer by traditional backpropagation (BP) 
algorithm [6] and principal component analysis (PCA) 
method.  The comparison results are discussed in the 
following paragraphs. 
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Figure 2. Training iteration comparison 

 
 

The comparison of training iterations for two different 
training methods is shown in Figure 2 above.  The 
training iterations of training by PCA method are 
obviously higher than that of training by BP algorithm 
between the number of pattern features 3 and 7, the 
training iterations of PCA training decreasing steeply 
from the number of pattern features 7.  We can see the 
training iterations of PCA training are apparently lower 
than that of the BP training in the higher number of 
pattern features.  The PCA training reduces the training 
iterations considerably in the higher dimensional pattern 
feature input. 
 
 

Training Time Comparison
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Figure 3. Training time comparison 

 
 

The comparison of training time between two training 
methods is shown in Figure 3 above.  The training time of 
PCA training is apparently shorter compared with that of 
BP training in almost all number of pattern features.  The 
training time is especially shorter when the number of 
pattern features is larger.  This diagram demonstrates the 
computation time improvement and efficiency of the PCA 
training compared with that of the BP training. 
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Number of Hidden Nodes Comparison

0

1

2

3

4

5

6

7

8

9

10

3 4 5 6 7 8 9

Number of Pattern Features

N
um

be
r o

f H
id

de
n 

N
od

es

BP Training

PCA Training

 
Figure 4. Number of hidden nodes comparison 

 
 

The comparison of the number of the hidden nodes 
between two training methods is shown in Figure 4 above.   
The number of the hidden nodes in the hidden layer of the 
PCA training classifier is smaller than that of BP training 
classifier.  The number of hidden nodes in the PCA 
training classifier is comparatively small when the higher 
dimensional input feature patterns are applied in the 
training procedure. 
 
5.  Image segmentation result 
 

An aerial image is employed to demonstrate the 
classification result of PCA training classifier.  There are 
two 256x256 pixel images, the original aerial image and 
the segmented aerial image, are illustrated in the Figure 5 
and Figure 6 respectively. 
 
 

         
 

Figure 5. Original aerial image      
       

       
 

 
 
              Figure 6. Segmented aerial image 
 
 

There are three predefined segment classes, the foliage 
class, road or river class, and other class, in the original 
aerial image.  We assume all of the pixels of the image 
are multi-normal distributed; they belong to all of those 
predefined segment classes individually.  Before doing 
the training procedure, several training sample patterns 
for each segment class needed to be selected from the 
image.  Each pattern vector consists of 9 pixels, 8 
neighbor pixels and itself, center pixel.  We need to utilize 
those sample patterns to perform the PCA training for the 
pattern classifier.  After the training procedure is done, 
the well-trained pattern classifier is going to be employed 
to classify the original image into three predefined 
segment classes, which are marked by three different gray 
level pixels.  Every pixel and its 8 neighbor pixels are 
treated as an input pattern feature vector into the well-
trained classifier; therefore, the center pixel is classified 
into one of those three segment classes.  We need to 
repeat this process from left to right and top to down till 
all of the pixels of the image are classified into the 
segment classes they belong to.  The final segmented 
image is shown in the Figure 6.  We can easily observe 
the distribution of three segment classes by different gray 
level pixels. By comparing the original image and the 
classified image, the proposed model has done the 
expected task of image segmentation. 
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6.  Conclusion 
 

In this paper we presented a method for training a 
neural network model to implement the image 
segmentation.  This is a classification-based image 
segmentation model.   The computation time, the number 
of training iterations, the number of hidden nodes and the 
efficiency by applying this training method are much 
improved, especially obvious in the higher dimensional 
pattern feature inputs.  This method also maintains the 
same accuracy of classification compared with that of the 
traditional backpropagation training.  The pattern 
classifier trained by the proposed method cannot only be 
applied in the image segmentation, but also other 
multivariate normal distributed data set.  The 
experimental results look promising in the image 
segmentation field.  We are going to find some other 
applications applicable for this research and keep looking 
for better ways to improve this research. 
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