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Abstract

Improved management of safety during procurement of
computer-based safety-critical systems is one of the key
concerns of the Australian Government’s Department of
Defence Sdtware Acquisition Reform program. This
paper reports ome lesons learnt from a task currently
being undrtaken by the Defence Acquisition
Orgarisation, Defence Science Techndogy Organisation
(DSTO) and the Sdtware Verification Research Centre
(SYRC) to study management of safety and
implementation o software safety standards in arange of
defence projeds. Effedive safety management requires
the identification o potential isues, and pganning for
their resolution, early in the procurement process The
lesons learnt are general and may be of benefit to ather
organisations involved in spedfication and a&quisition o
safety-criti cal software systems.

1. Introduction

1.1 Defenceacquisition reform and safety

As part of the Department of Defences Software
Acquisition Reform program, the SYRC and DSTO are
undertaking a number of tasks in suppat of the
aqquisition of computer-based Safety-Criticd Systems.
The projed (known as ‘DefSafe’) aims to improve
Defence aquisition processes through a mix of reseach,
projed-based consultancy and pdicy guidance

Advice to defence projeds is an important part of
DefSafe. Projeds with which we have been involved
include: a ship-launched missle-decy system, a digital
display system for fighter training aircraft, an air-combat
training system and a ship command-and-control system.
(This paper will not address detail s of spedfic projeds).
Many projeds are & an ealy stage of procurement, while
others have dready undergone substantial devel opment

but a detailed safety case has not yet been formulated.
Advice to projeds covers the use of safety standards, the
safety management process preliminary hazad analysis
and so on.

Policy adviceis centred on an extensive survey of the
relative strengths and weeknesses of international safety
standards and a mpanion study of how Defence
currently invokes sandards in its existing contrads. The
DefSafe team is aso providing advice to Defence on the
genera approach to procurement and on certificaion and
regulation issues.

The reseach aspeds of the DefSafe Projed are
focused on further development of the Australian
Standard DEF (AUST) 5679 [1], written by DSTO and
recantly published by the Army Engineeing Agency. This
Standard provides requirements and guidance for the
development and assessment of safety-criticd computer-
based systems, focusing on requirements for the system
safety case. Under DefSafe, reseach will be caried out
into a number of technicd isaues, including the impad of
human fadors on safety and the integration of
Commercia Off-The-Shelf (COTS) items and ather non-
development items into safety-criticd systems.

1.2 Lessonslearnt

The work presented in this paper draws on DefSafe
experiences and olservation of oversess (primarily US
and UK) defence pradices. It reinforces our previous
experiences with the implementation of safety programs
aaossarange of different industries.

Many different technicd and management issies can
affed the successof a projed’s sfety program. Perhaps
the most important issue is the timely reaognition of
possble safety implicaions of the system under
procurement — be they posdble hazads for operators,
other defence staff, allies, or even civilians. These safety



implicaions are not always immediately obvious. All too
often, safety is considered only late in the procurement
lifegycle, by which time it may be too late, or too
expensive, to implement effedive risk mitigations. This
often results in saaifice of system functionality or
imposition of undesirable operational constraints.

This paper presents me of the isales that we have
observed in the implementation of safety programs aaoss
a broad range of defence projeds, at different stages of
the development lifecycle. Some of the isaues have well -
known solutions while others are symptoms of the
inherent difficulty of analysing, designing, implementing
and asarring safe computer-based systems. In any case, it
is hoped that other projeds — in defence ad ather
appli cation domains — can benefit from the mistakes of the
past by taking timely and appropriate management adion.

The paper is organised as follows. Sedion 2 discusses
isaues that arise in the dhoice of safety standards to be
applied to a projed. Sedion 3 describes iswes for the
safety management process and dscuses the regulatory
and cetification context. Sedion 4 dscuses sfety
management isaues, including procurement processes and
cgpabiliti es. Sedion 5 describes technicd fadors that are
known to cause difficulties in safety management. Sedion
6 presents a dhedklist of isaues for consideration in ealy
phases of the procurement lifegycle. Finally, Sedion 7
presents a summary and conclusions.

2. Choice of safety standards

In a sense, existing Safety standards embody ‘best
pradice in safety management, yet the range of avail able
safety standards is potentialy very confusing, and
choosing the best standard for a particular projed can be
difficult. Here we present some relevant badground, then
some observations about the choice of safety standards for
safety-criticd computer-based Defence systems.

2.1 International trends

The SVRC has caried out an extensive survey of
international safety standards [2], drawing on existing
surveys [3], [4], covering the following standards:

+ DEF(AUST) 5679[1]

e MIL-STD-882C [5]

*  NATO StanAgs 4404[6]and 4452[7]

¢ UK Defence Standards 00-54 [8], 00-55 [9] and
00-56[10]

* ARPStandards 4754[11] and 4761[12]

+ RTCA/DO-1788[13]

« |EC61508[14]

There ae some dea trends emerging in these
standards.

The system nature of safety is clealy recognised.
Moreover, standards are now addressng the whole system
lifegycle, from concept through to decommisgoning. In
many cases (such as MIL-STD-882C), there is a
broadening of definition of safety so that it covers not
simply “life and limb” but includes also equipment
damage and thredsto the environment.

The mncept of a Safety Case is central in many safety
standards. A Safety Case documents the evidence
providing asarance that the system will be safe to
operate, and assumptions on which the asauranceis based
[19], [18].

Emphasis in the past has often been on documenting
the quality of the engineeing process but certifiers
increasingly require dso “product” asaurance — detail s of
safety fedures of the design and evidence of their
effediveness For example, the UK Ministry of Defence s
flight certification authorities focus entirely on product
evidence At the very least, the safety case nedals to
contain sufficient details of design and identification of
safety mechanisms for an independent safety assessment
to be made (“transferable asaurance”).

Standards are increasingly recmgnising the inherent
difficulty of asauring the safety of software-based systems,
and encourage system engineas to consider other (simpler
or more reliable) means of implementing safety-critica
functionality. Standards that address sftware safety are
now deliberately moving away from the use of
quantitative (probabilistic) risk assessment in favour of
qualitative analysis and evidence of good design pradices.

2.2 Defenceuse of standards

A number of safety standards are used in Defence
projeds. projeds that we ae avare of have invoked one
or more of the following standards. MIL STDs 8828 and
882C, UK Defence Standards 00-55 and 0056, RTCA
DO-1788, DEF (AUST) 5679 and StanAgs 4404 and
4452 Publication of the use of standards is limited [17].
In some caes, standards have been invoked that do not
provide sufficient coverage of safety aspeds, while in
other projeds no spedfic safety standards are used.

Clealy, the gproach to procurement of Defence
systems within Australia is not a uniform one & far as
safety standards are aoncerned. Spedal problems can arise
where multiple standards are invoked, becaise of the
difficulty in reoonciling what can be vastly different
approaches to safety management.



3. Safety management framework

Standards aone ae not adequate to provide ssaurance
of safety: there neads to be in place a appropriate aoss
organisational management framework for safety [18]. We
make various observations here, by way of context for the
rest of the paper.

3.1 Certification and regulatory authorities

Various organisations exist with the responsibility of
cetifying safety-criticd systems. Within Australia, the
Australian Ordnance Council (AOC) provides advice on
the safety and suitability for service for ordnance apeds
of wegoons gstems in Defence The Royal Australian
Airforce (RAAF) has a Diredorate of Tednicd
Airworthiness which makes recommendations on
airworthiness of piloted aircraft. In the USA, the US
Navy’'s Wegoons Systems Explosive Safety Review Board
(WSESRB) reviews the safety programs for wegpons
systems.

In many cases, safety assesgment is required prior to
accetance into service However, for Australian Defence
systems there ae safety aspeds for which no identified
authority takes responsibility (for example, for systems
outside the scope of the AOC but which are nevertheless
safety-criticd). Another concern is that, where authorities
jurisdictions overlap, inconsistencies between approaces
may result in confli cting requirements.

3.2 Through-lifecycle support

The safety program should not conclude with the
delivery of the safety case prior to system operation.
Training of system operators, maintenance, “upgrades’
and interfadng with new and evolving systems all have
possble safety implicaions.

Sometimes, the procured system will form part of a
wider operational system, for example upgrades to an
existing aircraft. Typicd current pradice is smply to
asess the “deltas’, based on an Engneeging Change
Proposal. Unfortunately, this often results in an
incomplete safety case that becomes harder to maintain —
and less credible — the longer the system continues to
evolve.

As noted ealier, safety management must extend
beyond the procurement lifegycle, into operation,
maintenance axd modification. These phases typicdly
have more Defence involvement, perhaps with some
Developer suppat in maintenance ad modificaion
adivities. In the future, Defence faces the dallenge of
maintaining a mntinuous sfety program throughout these
post-procurement phases.

The UK Ministry of Defence is moving towards the
credion of asingle safety authority covering all forces and
both in-aqquisition and in-service apeds of safety.
However, currently there is no corresponding singe
authority in the Australian Department of Defence (ADF).
Despite the unique reguirements of different ADF sedors,
Australia would benefit from a more @ordinated
approach to safety management.

4. Project safety management

4.1 Safety Management Group

Safety management is a responsibility shared by
multiple stakeholders, including the Client, Australian
Defence Organisation, Developer and Subcontradors,
Evaluators, Certifiers and End-users.  Safety-criticd
dedsions require ratification from all parties, particularly
where trade-offs between cost and risk are made.
Eff edive safety management also requires dired accessto
information and representation of diverse epertise.
Acoordingly, most standards cdl for the establishment of
a Safety Management Group involving representatives of
all stakeholders.

Some balance must be struck between adequate
representation and aworkable size. In pradice, it islikely
that a cre group will make the dedsions and will i nvite
spedalist representation as appropriate.

4.2  Procurement processes and capabilities

The Client’s role in the development and maintenance
of the safety case is often downplayed or overlooked. In
the past, much of the responsibility for safety engineering
has rested with the Developer. However, it isincreasingly
recognised that Defence has a role to play in safety
management.

There may be parts of the safety case that only the
Client can provide. Client information is particularly
important in the risk analysis and assesgnent adivities,
which typicdly require extensive knowledge of the system
environment and operational profile, external risk
miti gations and rationale for safety targets.

In fad, many standards require the Client to determine
risk targets and acceptability of risk. Typicdly this means
defining severity and likelihood categories for system
failures, and defining the levels of authorisation required
for accepting risk or approving engineaing changes. DEF
(AUST) 5679 povides pre-determined risk criteria, but
other standards (e.g. MIL-STD-882) neal “tailoring” by
the Client to set risk targets appropriate to the goplication.

Defence thus neals to have the caability to asess
safety throughout development, certainly at Preliminary
Design Review and Criticad Design Review, and also prior



to authorisation of field-testing. This cgpability also needs
to be transferred into operational suppat teams. Due to
ladk of established expertise axd experience on-the-job
training is usually required.

4.3 Developing safety assurance

We have observed a number of different models for the
development of safety asaurance.

In some (typicdly older) models, a separate team
(sometimes even a separate organisation) performs sfety
analysis, by analogy with Independent Verificaion and
Vdlidation (IVandV). This can be frustrating for the safety
analysis team, since their analysis will usually lag behind
design, and there may be little oppatunity to influence
design. Conversely, designers may resent what they see &
interference, and may even take a proprietorial position
and hinder accessto information by analysts.

For these reasons, there ae often significant overheals,
and considerable risk of schedule delays and cost overruns
(or thred to safety integrity). A substantial problem is the
transfer of knowledge between teams, with safety analysts
missng criticd design rationale and explanations, while
designersfail to benefit from the design insight gained by
analysis.

A related isaue is configuration management where
design baselines gable enough for external review appea
toolatein the evolutionary design processto be dficiently
modified by analysis.

We have observed that a better, more dfedive
approach is for the two teans to work closely together (or
better till, to have asingle team) to produce asafety case
that is then evaluated by an independent third party. One
model isto dstribute responsibility of safety analysis and
asurance acoss design teams, with the “safety
management tean” simply responsible for coordination
and quality control.

4.4 Independent safety assessment

For complex or innovative system designs, certification
and regulatory authorities generdly rely on an
independent technicd assesanent of the safety case.
Indeed, many standards explicitly require this, for
example the Evaluator role in DEF (AUST) 5679
Depending on the standard used, the requirement for
independent assesament may range from a pee review
within the design tean to a review by a separate
organisation.

Criteria for independence include financial and
management autonomy. This may present problems in a
relatively small software system safety community such as
exists in Australia. There is frequently a neel to put

“Chinese walls’ in place ad to ensure possble cnflicts
of interest are dedared.

The agument for independence is that an independent
Evaluator may discover anomalies overlooked hy those
more famili ar with the problem, and that their opinions are
less likely to be distorted by other projed goas. This
means the Evaluator should have limited involvement in
dedsion-making or design but should insteal review and
assessthe result of such dedsions.

The extent of assessnent effort may range from an
audit of processes to a full technicd review of program
outputs. In some instances, it may also include dements of
the safety analysis itself.

5. Technical issues

This paper largely focuses on management issues in
procurement of safety-criticd systems, but certain
technicd isaues can severely impad a safety program. In
part, the isaes refled a general ladk of consensus on
cetain aspeds of safety aswurance However, through
ealy identification of possble pitfals, it may be possble
to minimise the possble disruption that these technicd
isaues have on the safety program.

5.1 Process versus product assurance

Many safety standards, following recent trends in
quality assurance, prescribe processes to follow in the
congtruction of a safety-criticd system in the belief that
exeauting the processes will generate a high integrity
product. While there is a broad consensus about the
correlation between process and product quality, safety-
criticd systems additionaly require product-based
evidence of safety. However, all too often inadequate or
inappropriately detailed design information is made
available to asssors, resulting in lower asaurance than
appropriate.

It is necessry to plan atechnicd argument to present
in the safety case based on product asurance Such an
argument will also asdst the planning and coordination of
the safety program by allowing the results of assurance
processesto be focussed on well-understood goals.

5.2 Useof COTScomponentsand reuse

Safety integrity of “Commercial Off the Shelf” (COTYS)
components is a particularly difficult isuue. Sometimes
COTS products can be aquired along with evidence of
asarance However, this evidence must be shown to be
applicable under the demands of the new operational
environment and the regulatory expedations. |If
appropriate aswrance canot be aquired, the sts
involved in “reverse engineeing’ a safety case for COTS,



and in maintaining the safety cese in the face of
component upgrades, can outweigh the potential savings
of off-the-shelf procurement [19]. A similar consideration
applies to reuse of components or software platforms. At
present, there ae very few cost-effedive methods of
providing asaurance of COTs in safety-criticd systems.

5.3 Safety Integrity Levelsasa sticking point

Most safety standards employ a notion of Safety
Integrity Levels (SLs) — sometimes cdled Development
Asarance Levels — to cdegorise the level of safety
asarance required for a system, subsystem or component
acording to their criticdity to safety. The level of
asaranceis typicdly defined by the degree of rigour and
independence  @plied during anadysis, design,
implementation and testing.

Although SILs are an intuitively appeding rotion, they
are surprisingly difficult to make predse and dfferent
standards use different definitions. This can present
significant difficulties in combining the use of different
standards, or in integrating systems whose components
were developed against diff erent standards [20].

The use of SILs also complicates the process of
software development planning and cost estimation. One
difficulty is that required integrity levels are not firmly
known urtil the system design and safety analysis is in
place However, software development must be csted
and planned long before this time. The general solution to
this problem we have observed is to plan software
development based on assumptions of required integrity
levels. Such assumptions may even be formalised in the
contrad. Subsequent design effort may then reduce the
required software integrity to feasible levels. If such
dedsions are not made prior to the oontrad, it may
bemme necessary to seek consensus from all stakeholders
ealy (including the Evaluator) to “make the best guess
and procedd”.

Even if the required integrity level is known, the st
of achieving dtra-high integrity is not currently possble
to predict and, in some caes, may be prohibitively high.
The @awrance tedniques required will generaly
challenge Developer's cgoabilities and may require
substantial  modifications to familiar development
processes.

To some extent, thisis a deliberate ad¢ by Certifiersin
order to make Developers think twice before
implementing criticd functions in software. In pradice,
we can exped to see aguments for reducing SILs, but
validity of arguments neals careful examination.

54 Balance between testing and analysis

Although most standards highlight the need to generate
safety asarance through both analysis and testing,
traditional verification processes are often focussed on test
adivities. There ae a number of dangers with this
approad.

First and foremost, in many cases the dtention paid to
identification of safety requirements and safety integrity
levels is not sufficiently thorough, or is performed late in
development. Careful analysis is needed ealy in
development, so that safety can be designed into the
system.

For safety-criticd systems it is necessary to vaidate
their safe operation even in the presence of failures. This
means being able to injed faults and simulate failure
scenarios that may be difficult or even impaossble by
testing alone. System modelling and analysis can be used
to explore scenarios that are too dfficult or expensive to
construct inthetest lab [18].

A baance of anaysis and testing may aso be
necessary for cost optimisation. Implementing test criteria
for safety-criticd software can be very expensive, for
example the Modified Condition/Multiple Dedsion
testing of RTCA/DO-178B. Exhaustive testing is aso
prohibitive and is not generally achievable in pradice, for
al but the simplest of components. Software safety
analysis can reduce the st of rigorous testing by
identifying criticd software components, which demand
the most attention, and presenting scenarios as the basis of
more intelli gent test cases.

Software is typicaly changing substantially throughout
development due to the evolution of requirements and
design solutions, and large anounts of testing are dso
very expensive to repea in the face of change. Safety
analysis can asdst the regresson testing process by
identifying the potential scope of the aaurance through
knowledge of causal relationships between software
elements.

55 Technical infrastructure

The following processes are eswential for safety
management, and should be established ealy in
development. Idedly, solutions will be determined prior
to contrad signature.

e Configuration Management, not just of software
and hardware, but aso o designs and
documentation, tools and test rigs, and al the other
artefads involved in the nstruction and
maintenance of the safety case. The @nfiguration
management system should alow for the



identification of safety-critical system elements
and their relationship.

e Safety Incident Reporting and integration into
Engineering Change Management processes. A
means of determining the safety implications of
engineering changes and modifying safety
assurance should be identified.

e Hazard Log and Safety Data. One difficulty in

management of a safety program is coordination of
the information gathered. The Hazard Log forms
an index into the Safety Case, in essence
summarising the controllable hazard conditions,
their risks and mitigations. However, a significant
amount of other safety data is generated, through
various analyses. This information is generally
related and it often needs to be checked for
consistency and compl eteness [15].
The information system required to manage the
hazard log and other safety data needs forethought
to get the structuring right. Not only does all
information need to be collected concisely, but
also relationships between information should be
captured. This is especiadly important where
development of the safety case is distributed
across multiple organisations. It would aso be
useful to integrate the safety data with other
project data, such as the requirements database.

6. Startingaproject safety program

Many of the activities already mentioned, such as
choosing a safety standard, congituting a Safety
Management Group, defining risk tolerability and
development processes, require early attention in the
project life cycle. We have observed significant problems
arising in development and assessment due to scant
attention being paid to these activities in early stages of
procurement.

We present a checklist to consider in the project
initiation phases to manage the risk of safety programs.
The checklist is designed to create design decision-
making structures, establish a safety culture, plan an
effective safety management process and reduce
uncertainty about program scope and cost.

The suggestions are largely independent of the
standards selected, although details will change depending
on the adopted approach.

6.1 Request For Tender (RFT)

The Client has the ultimate responsibility for procuring
a sofe system so must be largely responsible for
establishing a safety program. Thisis achieved by setting
an appropriate priority on the safety program in the
tendering process.

There are a number of activities that should be
performed during RFT preparation:

e Appoint a Client Safety Representative.

*  Determine legal and certification requirements.

e Construct a Preliminary Hazard List to gauge
criticality of the system. If necessary and possible,
revise the system concept to eliminate hazards.

e Consider the safety program scope outside of the
system to be acquired. In particular, establish the
relationship with integrated systems and support
regquirements.

e If necessary, engage specialist technical support to
prepare or review the RFT content.

The RFT should communicate safety program
requirements and seek a proposed solution for safety
management. In particular, it should:

»  Define safety program requirements, including the
use of standards.

e Define al safety program deliverables and their
format.

¢ Require that a single contractor have primary
responsibility for execution of the safety program
(preferably the prime system contractor).

¢ Request adraft development or engineering plan.

¢ Reguest a draft safety management plan, including
organisational structure, roles and responsibilities
and technical processes.

e Request evidence of ability to execute safety
management plan.

« Define specia software program requirements for
safety-critical software. Include any constraints or
assumptions about the software safety integrity.

6.2 Tender response and evaluation

The tender evaluation process should consider the
ability to execute a safety program to a level
commensurate with the perceived safety risk. Specialist
technical support may again need to be engaged to assist
the evaluation.

e Ensure that the safety management plan is
compliant with RFT requirements and standards.



e Ensure that the safety management plan is feasible
and organisation is mature enough to exeaute the
plan.

e Ensure that the safety management plan does not
conflict with the development plan.

e Ensure the aility to apply software development
and asaurance processs, espedally for reused
software and COTS items.

6.3 Pre-contract activities

The best oppatunity for cooperative resolution of
safety program risks is following the seledion of the
preferred tenderer(s) and before @ntrad signature.
During this period, a joint Client/Tenderer tean should
competently identify and assessprojed risks.

Where the level of uncertainty remains high, a
recommended approach is to engage in a funded Mutual
Risk Reduction phase. This all ows a Preferred Tenderer(s)
to engage in paid preliminary adivity to analyse projed
risk and have sound risk management process in place
once on contrad. This includes those risks attached to
exeauting a safety program.

Since safety management is a operative adivity, the
pre-contrad phase is aso an excdlent oppatunity to
establish working relationships and instil a @operative
safety culturein the projed.

In particular, it is useful to engage in initial workshop-
style discusgons with all stakeholdersto address

¢ Risk asssgnent criteria, including levels of
tolerable risk.

* Roles and responghilities within the safety
organisation and initiation of the Safety
Management Group.

e Procedures for risk assssment and cooperative
risk miti gation.

e The Preliminary Hazad List, including a
discusgon of hazadous operational scenarios.

e Safety Management Plan and use of standards.

* Roleof Evaluator or certification authority.

The information gathered by the workshop can be used
to asess the projed risk assciated with the safety
program. Further risk reduction can be atieved during
the Mutual Risk Reduction phase. Activities that can be
performed during this phase include:

¢ Production of safety management plan. Additional
detail s $ould include the technica solution for the
sofety case and the integration of the safety
program with other adivities.
Particular attention paid to relationship with
engineaing adivities. Influence of safety program

in review and internal authorisation procedures
and formal external reviews.

e Draft Preliminary Hazad Analysis, where the

Preliminary Hazad List is g/stematicdly refined.
An asesanent of the risk based on acddent
scenarios can be performed in collaboration with
the Client and Users. This will require recording
of any operational assumptions.
Where possble, the operational concept should be
provided to the Contrador prior to Preliminary
Hazad Analysis. Alternatively, the Contrador
could be involved in the revision or development
of the mncept.

« Estimation of software criticdity based on results
of the Preliminary Hazad Analysis and knowledge
of system design. Particular attention should be
paid to the criticdity of COTs in the design
solution.

e Planning the software development strategy to
mitigate any identified risks, possbly including a
prototype software build to refine cost estimations.

e Submisdgon of an evaluation plan corresponding to
the Devel oper safety management plan.

7. Summary and conclusions

We aonclude with a summary of the observations and
lesonsleant in our study of processesin procurement of
safety-criticd systemsin Defence

1. Just following a standard will not guarantee safety.
Domain expertise, experience ad a dea
understanding of the standard’ sintent are dl vital.

2. A Safety Case should be required as part of system
aqquisition. The purpose of a Safety Case is to
provide transferable asaurance that the system is
acceptably safe for service Arrangements sould
be made for in-service maintenance of the safety
case.

3. Cooperation from al stakeholders is required for
effedive safety management. The Client (Projed
Office) has primary responsibility for parts of the
Safety Case, including details of the system's
intended operational context.

4. Development of a Safety Case is different from
IVandV, and is best integrated closely into the
system development process

5. However there should be a
evaluation of the Safety Case.

6. The Safety Case should be focused on asaurance
that safety requirements have been adequately
identified and addressd in design and test. In
particular, the Safety Case should include a
technicdly defensible agument, based on analysis

independent



10.

11

12.

of system design and olservation of system
behaviour, that safety risks have been reduced to
accetable levels.

The st of developing and maintaining safety
asarance for COTS components may outweigh
any purported savings.

The projed risks of developing safety-critica
software should be &s®sd ealy in the
procurement process Particular attention should
be paid to ealy estimation of software integrity
targets and Developers capability to meed the
integrity asaurance requirements.

Although both testing and analysis are essential,
caeful attention should be paid to the most
appropriate and cost-eff edtive balance between the
two.

It is highly desirable to start developing safety
arguments ealy in the projed, so appropriate and
effedive hazad mitigations can be built into the
system.

The safety program should be fully integrated into
development proceses and infrastructure,
including the mnfiguration management system,
incident reporting processand product information
system.

Risks with the safety program are best addressed
in the ealiest aaquisition phases, before mntrad
signature. If projed risks are significant, it is
useful to employ a pre-contrad Mutual Risk
Reduction phase, which includes a Preliminary
Hazad Anaysis and ealy consideration of
possble risk miti gations.
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