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Abstract

This report presents a survey of international standards for computer-based safety-critical
systems. Eleven standards are surveyed: the Australian Def(Aust) 5679; MIL-STD-882C;
NATO STANAG 4404 and STANAG 4452; UK Def Stan 00-56, Def Stan 00-55 and Def
Stan 00-54; avionics standards ARP4754, ARP4761 and RTCA/DO-178B; and the civilian
standard |EC 61508. The standards are surveyed according to a wide range of attributes,
including levels of prescription and tailoring; safety management issues such as agents,
their responsibilities, and deliverables required; and technical issues such as development
congtraints, hazard analysis, risk assessment, implementation assurance, human factors and
non-development items.
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I ntroduction
Soope

A safety-critical system isa system in which failure to function as expected could result in degth or seriousinjury.
Many standards have been written for the safety of computer-based systemsin both the military and civilian
sectors. A recent addition is the Australian Defence Force standard Def(Aust) 5679 [2].

This document presents a survey of international standards for safety-critical computer based systems with the
intention of drawing comparisonsto Def(Aust) 5679. Apart from Def(Aust) 5679, standards surveyed include the
US military standard MIL-STD-882C [2], NATO standards STANAG 4404 [3] and STANAG 4452 [4], UK
military sandards Def Stan 00-56 [5], Def Stan 00-55 [6] and Def Stan 00-54 [ 7], civilian avionics Sandards
ARPA4754 [8], ARP4761 [9] and RTCA/DO-178B [10] and civilian standard IEC 61508 [11]. The scope and
background of each standard is summarised in Section 2.1.

The standards are surveyed in accordance with awide selection of attributes, including issues of usability, safety
management and technica processes. The attributes are described in Section 2.2, and the standards are compared
in Section 2.3 according to these attributes. The selected attributes and survey results expand on a previous
comparison of standards undertaken by the Austradian Defence Science and Technology Organisation [12].
Detailed survey results are provided in Sections 3, 4 and 5. References to the text of the standards are provided by
footnotes for convenience.

In a separate report [13], conclusions are drawn about the relationship between Def(Aust) 5679 and other
internationa standards and guidance is provided on how Def(Aust) 5679 might accommodate and contribute to
other sandards relating to safety critical computer-based systems.

Acronymsand Definitions
ARP Aerogpace Recommended Practice
CLSD Component-Level System Design
CSR Component Safety Requirement
DRACAS  DataReporting, Andysis and Corrective Action System
E/E/PE Electrical/Electronic/Programmable Electronic (IEC 61508)
FHA Functional Hazard Assessment
FMEA Failure Modes and Effects Analysis
FTA Fault Tree Analysis
LOT Leve of Trust
MA Managing Activity
NDI Non-Development Item
PSSA Preliminary System Safety Assessment
SIL Safety Integrity Leve
SSA System Safety Assessment
SSMP System Safety Management Plan
SSPP System Safety Program Plan
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2. Executive Summary
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Safety Sandards
The following safety standards are addressed by this survey.

Def(Aust) 5679 The Audralian Defence Standard Def(Augt) 5679 [1] is astandard for the procurement of
computer-based safety-critical systems, published by the Department of Defencein March 1999. It focuses on
safety management and the phased production of safety assurance through the system development lifecycle, with
emphasis on software and software-like processes. Assurance is delivered in the form of a safety case that
provides auditable evidence of safety.

MIL-STD-882C The US Department of Defense Standard MIL-STD-882C [2] provides uniform requirements
for defence system safety programs. It is well-established and emphasi ses the proactive management of safety
issues and systematic hazard andlysis. The standard is more generd in scope than Def(Aust) 5679, in that it
appliesto the procurement of al systems, including chemica and mechanica systems. However, little specia
consideration is given to computer-based systems.

STANAG NATO STANAG 4404 [3] provides requirements and guidelines for the design and development of
munition-related safety-critical computing systems. NATO STANAG 4452 [4] provides ageneral framework for
assessing the safety of such systems, with an emphasis on hazard andlysis and testing. It should be used in
conjunction with NATO standard AOP-15 to obtain an overal system safety assessment.

Def Stan 00-56 UK Def Stan 00-56 [5] provides requirements and guiddines for the development of all
defence systems. The standard gppliesto al systems engineering phases of the project lifecycle and al systems,
not just computer-based ones.

Def Stans 00-55 & 00-54 UK Def Stan 00-55 [6] describes requirements and guidelines for procedures and
technical practicesin the development of safety-related software. The standard appliesto all phases of the
procurement lifecycle. Interim UK Def Stan 00-54 [ 7] describes requirements for the procurement of safety-
related electronic hardware, with particular emphasis on the procedures required in various phases of the
procurement lifecycle. Both standards are designed to be used in conjunction with Def Stan 00-56.

ARP The Society of Automotive Engineers provides two standards representing Aerospace Recommended
Practice to guide the development of complex aircraft systems. ARPA754 [8] presents guidelines for the
development of highly integrated or complex aircraft systems, with particular emphasis on dectronic systems.
While safety isakey concern, the advice covers the complete development process. The standard is designed for
use with ARPA4761 [9], which contains detailed guidance and examples of safety assessment procedures. These
standards could be applied across application domains but some aspects are avionics specific.

DO-178B RTCA/DO-178B [10] provides guidelines on the production of software for airborne systems and
equipment. The standard could be applied across application domains but some aspects are avionics specific.

IEC 61508 |EC 61508 [11] isageneric standard for electrical/dectronic/programmable eectronic safety-
related systems. The standard may be used directly or tailored for a specific application domain. The gandard is
divided into seven parts. The parts contain, respectively, general requirements; hardware requirements; software
requirements; definitions and abbreviations; examples of methods used to determine safety integrity levels,
guidelines on satisfying hardware and software requirements; and an overview of techniques and measures. Some
parts are in draft form but the standard is expected to be gpproved for usein 1999. The versons used for this
report are expected to be close to the approved versions.

Attributesof Sandards

The attributes selected for the survey of safety standards are categorised as being related to usability of the
standard, management processes to be applied or technica processes and tasks.

3
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Usability
Issues of usability are addressed in Section 3 and relate to the ease with which the standard can be understood and
applied to a contract. Specific issuesinclude:

Leve of prescription: the degree of prescription in the standard and the detail of the requirementsto
be satisfied for compliance. A related issue is the amount of guidance offered by the sandard and the
means by which thisis separated from the requirements. (See Section 3.1.)

Tailoring and conformance: the requirements for conformance and the ability to tailor the standard
requirements for particular contracts. Thisincludes selection and modification of requirementsto be
satisfied, aswell as completing unspecified information. (See Section 3.2.)

Management | ssues

The gpproaches by the different standards to management issues are covered in Section 4, and comprise the

following:

Agentsand responsbilities: the different parties, or agents, in the system procurement process and
their respongihilities, whether it be to specify system requirements, to provide evidence of safety
assurance, or to review the safety assurance arguments. Therole of certification bodiesis aso
considered. (See Section 4.1.)

Déliver ables required to demonstrate safety of the systemn (Section 4.2). Such deliverablesinclude
management plans and technica data. Configuration management requirements for the deliverables are
aso considered.

Planning and contral of safety activities. (See Section 4.3.)

Project lifecycle: the relationship between the system development lifecycle and the safety activities.
Any assumptions about the project lifecycle are a so recorded. (See Section 4.4.)

Post development activities, including ingtallation and commissioning, maintenance and modification.
Particular attention is paid to post delivery changes. (See Section 4.5.)

Technical Issues
Technicd issues are consdered in Section 5, and comprise the following:

Development congtraints: the constraints on development ddliverables and the methods used to
produce them. (See Section 5.1.)

The hazard analysis activities to be performed to identify the system hazards and safety-critica
components. (See Section 5.2.)

Therisk and integrity assessment modd used to determine the system risk and the degree of care
required in the assurance activities. (See Section 5.3.)

The means of achieving generd design assurance. (See Section 5.4.)
The methods of achieving softwar e assurance. (See Section 5.5.)
The methods of achieving har dwar e assurance. (See Section 5.6.)

The congderation of human factorsin the design and implementation of the system, and the skills and
training of system users. (See Section 5.7.)
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The use of Non-Development Items (NDIs) in the congtruction of a safety critical system. (See
Section 5.8.)

23 Comparison of Sandards

A summary of the survey findingsis presented in Table 2-1. This summary isasimplification, and should be
considered only together with the detailed discussion in the following sections. Some of the findings are discussed
below.

Usability Issues The standards vary in the way that they are intended for contractud use, from mandating al
requirements to providing non-compulsory guidance. There is no provision for tailoring of requirementsin
Def(Aust) 5679, the UK Def Stans 00-55 and 00-54, or IEC 61508. Thetwo UK Def Stans have alimited scope,
dedling with software and hardware aspects of safety only, so tailoring makes less sense than for a system-level
standard. |EC 61508 and Def(Aust) 5679 are system-level standards that aspire to be sufficiently generic so that
tailoring is not required. In the other standards, where tailoring is permitted, the Customer and Developer are
responsible for selecting requirements for an adequate safety program. MIL-STD-882C offers guidance on
tailoring depending on project attributes, but the remaining standards do not.

Management Issues All standards recognise the importance of safety management and impaose various levels
of requirements. They define the responsibilities of the Customer and Contractor, with the Customer ultimately
responsible for procuring a safe system. All military standards have provision for a safety management group to
review progress of the safety activities. All military standards except the NATO STANAGs have provision for an
independent auditor to oversee safety processes. In addition, Def(Aust) 5679, UK Def Stans 00-55 and 00-54 and
|EC 61508 require independent reviews of the technica content of the tasks. The avionics standards require an
independent Certification Authority to certify the safety of the system after considering the deliverables; however,
there is no mention of reviews during development.

All standards except NATO STANAG 4404, require approval of a safety management plan before devel opment
begins. The types of other deliverables vary, but al are designed to show identification of hazards and evidence of
their resolution. Def(Aust) 5679, the avionics standards and UK Def Stan 00-56 further require ahigh-level safety
argument to supplement documentation of technical tasks.

An important management consderation for al sandardsis the integration of safety activities into the system
development lifecycle. Congideration of safety issues as early as possible in the systern development is much more
effective in assuring safety than delaying consideration until after many of the design and development decisions
have been made. All standards except MIL-STD-882C and the NATO STANAGs advocate a close reationship
between safety activities and the development lifecycle.

Technical Issues Whiledl standards follow asimilar technica framework, the details of technica
requirements vary substantially, particularly in the areas of risk assessment and assurance. All system-level
standards require Prdiminary Hazard Anadlysis and a component level hazard andlysis. In addition, MIL-STD-
882C, STANAG 4452 and the ARP standards recommend hazard analysis for system integration.

Most standards determine levels of acceptable risk from accident severity and likelihood. In Def(Aust) 5679 and
the avionics standards, acceptable risk levels are prescribed, while other standards alow acceptablerisk to be
defined for each project, often alowing for various levels of risk tolerability. Since likelihood of complex design
and software failure cannot be predicted, most standards employ some form of integrity level to measure design
confidence. These are often mapped to numerical failure rates for the purpose of risk assessment.

Most standards define constraints on devel opment processes and methods, such as architecture, design methods,
programming languages and coding standards. Most congiraints are on the content of development deliverables
required to support safety assurance activities. In some cases, the form of the deliverables must alow the
necessary anaysis, such asforma proof. NATO STANAG 4404 differs by providing detailed guidance on system
design and implementation.
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All standards define safety assurance tasks, using various forms of verification and vaidation to demondrate
resolution of hazards. Where integrity levels are defined, the assurance effort increases with required integrity. In
Def(Aust) 5679, the UK military standards and |EC 61508, additional assurance is achieved with increased rigour,
requiring formd proof in the mogt extreme circumstances. DO-178B requires more verification evidence with
more independence as integrity targetsincrease.
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Def(Aust) 5679 MIL-STD-882C NATO STANAGs 4404 & 4452 | UK Def Stan 00-56 UK Def Stans 00-55 & ARP 4754 & 4761 RTCA/DO-178B |EC 61508
00-4
Levd of Reguirementsin bold Requirementsonly, | 4404: depends on application Separate requirements | Separate requirementsand | Guidance only Guidance only Requirementsin parts 1-4,
Prescriptionand | font; guidanceinnorma | but theseareusudly | domain (table). 4452; separate and guidance documents | guidance documents guidance in small-font
Guidance font open to interpretation | requirements and guidance “notes’ and parts 5-7
Tailoring and No tailoring Tailoring to Tailoring to gpplication Tailoring to gpplication | Notailoring Tailoring by selecting Tailoring by selecting No tailoring; derived sector
Conformance application guidance guidance standards recommended
Agentsand Auditor, Evauator, Safety | Tasksfor Auditor, 4404 Configuration Control Independent Safety Asfor Def Stan 00-56, Certification Authority Certification Authority Functional safety assessor
Responsibilities' | Management Group System Safety Boards. 4452 Task for Sysem | Auditor, Project Safety | plus V&YV Team
Working Group Safety Working Group Committee
Deliverables” Safety Case, safety Progress reports 4404 technicd tasksonly Safety Case, audit 00-55: Software qudlity, Certification Plan, Software Accomplishment | Plans for safety assessment
review reports, evaluation reports development and V&V Certification Summary Summary, qudity and and validation
and audit reports plans 00-54: design plan verification plans
Safety Planning | audits and evaluations audits 4404 no management plans; peer | Audits, DRACAS Asfor 00-56 Certification Plan Lifecycle phasetrangition |-
and Control® reviews and two-person rule criteria
Project Lifecycle® | - No lifecycle assumed | 4404: one lifecycle that includes | - Onelifecycle, includes - - No development lifecycle
testing. 4452: no lifecycle verification assumed; detailed safety
assumed lifecycle
Pogt Development | Installation, maintenance, | Failure analyses 4404 maintenance. 4452; Modification Maintenance Ingtallation, maintenance, | Modification Ingtallation, commissioning,
Processes commissioning, modification modification maintenance, modification
Development Design methods, “design for minimum | 4404: very detailed requirements | design methods, coding, | 1SO 9001, 1SO 9000-3. None None Detailed design methods
Constraints’ programming languages | risk” for architecture and coding tools languages, toals, coding and architecture
Hazard Andyss® | - Integration, human | 4404: no hazard analysis Change, operations & No hazard analysis Integration No hazard analysis Continuous, to identify
factors, hedth 4452: Integration, change support, hedlth emergent hazards
Risk and Integrity | Component SIL derived | Risk class derived 4452: based on Software Control | Target SIL or probability | SILs derived from Target Assurance Level & | Software Level dependson | Target SIL and probability
Assessment from accident severity & | from hazard severity | Categories, but not used derived from accident Def Stan 00-56 failure probability derived | failure severity and fault- | derived from accident
externd probability, use | & probability, must | subsequently severity and protective from failure severity and | tolerant design severity and protective
of fault-tolerant design be acceptable measures fault-tolerant design measures
Design Assurance | Rigour dependson SIL; | No specific No specific requirements No specific requirements | Rigour dependson SIL. General techniquesarise | Generd requirements, Rigour dependson SIL; use
use of forma methods requirements 00-55: use forma methods | from Assurance Level depend on Software Level | of forma methods
Software Rigour dependson SIL; | - Static & dynamic anaysis Use of datic & dynamic | Rigour dependson SIL; None Depends on Software Rigour dependson SIL; use
Assurance’ use of forma methods anaysisdependson SIL | use of forma methods Leve of forma methods
Hardware Testing. Use of formal Testing 4404 none. 4452: required Use of gatic & dynamic | Static & dynamic andlysis | None None Use of gatic & dynamic
Assurance methods dependson SIL | recommended analysis dependson SIL analysis dependson SIL
Human Factors | SILsachieved by operator | Training; procedures; | 4404 interface design Edtimation of operator | 00-55: procedures None None Procedures; training
training; procedures operator hazard requirements. 4452: procedures, | failure rates; training;
anaysis hazard analysis procedures
Non Development | Transfer assurance or Depend on size; 4452: andysis & testing SAfety case Veificaion, validation, New safety assessment; New safety assessment; Service higtory or
Items build safety case tailoring can use service history can use service history can use service history verification & vdidation

¥ in addition to Customer and Developer

2in addition to Safety Management Plan, Hazard Log, documentation of technical tasks
% deviating from default: Safety Management Plan, reviews
* deviating from system definition; design; implementation; post development activities; with paralldl safety lifecycle
% in addition to devel opment documentation required to perform analyses
8 in addition to Preliminary Hazard Analysis and component-level Hazard Andlysis

" in addition to testing
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3. Usability Issues

31

Levd of Prexription and Guidance

Def(Aust) 5679 Def(Aust) 5679 provides aframework for safety management and assessment rather than
detailed guidance. The standard requires the Developer to interpret requirements and provide assurance by
reasoned arguments and evidence, rather than satisfaction of prescribed technical criteria. Asaresult, the
Developer mugt invest effort in planning the structure of the Safety Case. This increases the difficulty of the
technical evaluation of the delivered safety case.

Sections incorporate requirements, guidelines and notes of explanation, with paragraphs stating requirements
digtinguished by bold font. While the guidelines and notes are useful, additiond externd guidance is required to
apply the standard.

MIL-STD-882C MIL-STD-882C defines anumber of management and technical tasksto be performed to
achieve safety. Compliance with the standard requires satisfaction of the task requirements. Some adviceis
provided in an appendix® on the interpretation and application of requirements.

STANAG STANAG 4404 contains both requirements and guiddines. Each subsection is designated as
mandated, optional or not applicable, depending on the application domain®. Justification must be provided if an
optional subsection is not complied with. STANAG 4452 contains descriptions of required analysis tasks, with
guidance provided in an appendix.

Def Stan 00-56 |n Def Stan 00-56, requirements and guidance are separated into two parts, with the same
section headingsin both parts. Established sector-specific design sandards may be applied instead of the
standard if the Independent Safety Auditor and the Customer agree®.

Def Stans 00-55 & 00-54 |n Def Stans 00-55 and 00-54, requirements and guidance are separated into two
parts, with the same section headings in both parts. Guidance is given on the gpplication of each requirement to
different SILs™. In Def Stan 00-55, some requirements need not be satisfied for certain SILs, provided sufficient
judtification is given. In Def Stan 00-54, some requirements may be satisfied with lessrigour for certain SILs.
For smple systems verifiable by exhaustive testing, some requirements need not be complied with

ARP The ARP standards congtitute guidelines that are not mandated by law. The standards recognise that there
may be dternative methods of satisfying the recommendations'?. However, it is difficult to identify which parts
of the documents should be treated as mandatory requirements.

DO-178B DO-178B conditutes guideines tha are not mandated by law. It acknowledges that there may be
dternative methods of satisfying the recommendations, athough it claims to represent a consensus of the
aviation community™.

IEC 61508 |EC 61508 presents requirements on tasks to be performed during the system development life-
cycle. The requirements are extensive and include details of acceptable design and assurance techniques to be
applied. However, exemptions are possible for low-complexity systems, where the failure modes of each
component are well defined and the behaviour of the system under fault conditions can be completely
determined™.

Guidance on the determination of safety integrity levels and the means of providing assuranceis provided in

8 Appendix A

® STANAG 4404 Table B-1 Annex B

19 part 1 section 1.6 p4

1 00-55 part 2 annex D; 00-54 part 2 annex C
12 ARPA754 p9

13 p2

1 part 1 section 4 p13
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parts 5 and 6 respectively. Additional information about the design and assurance techniques referenced is
provided in part 7.

Tailoringand Conformance

Def(Aust) 5679 Def(Aust) 5679 is not intended to be tailored. Compliance with the standard requires
satisfaction of al requirements, but many of these provide scope for interpretation. In very few cases,
requirements may be modified if al stakeholders agree.

MIL-STD-882C MIL-STD-882C isdesigned to betailored for application to acontract. The Customer and
Developer should agree on the selection of tasks to be applied and the extent of their application. Adviceis
provided on tailoring details to be specified for each task and guidance is given as to which tasks should be
alocated, depending on the expected level of risk and dollar resources available™. The extent of possible
tailoring may improve the cost-effectiveness of gpplication but places great responsbility on the Customer and
may result in abuse.

STANAG STANAG 4404 requires tailoring appropriate to the gpplication to be included in the devel opment
contract™®. In STANAG 4452, eight analysis tasks are available for application. For small computing systems,
Anaysis Task 6 is recommended instead of Tasks 1to 5*.

Def Stan 00-56 Def Stan 00-56 requires tailoring appropriate to the gpplication domain and the system under
devel opment™.

Def Stans 00-55 & 00-54 Thereisno scopefor tailoring in Def Stans 00-55 and 00-54.

ARP The ARP standards focus on fundamental principles, and recommend tailoring of the gpplication of the
standards in the contract between the certification organisation and the developer. It isrecognised that systems
generdly require engineering judgment by the two parties, especidly in the light of the rapid developmentsin
systems engineering and the variety of systems applications'.

DO-178B Since DO-178B condtitutes recommendations only, tailoring is permitted implicitly, but the concept
of tailoring is not mentioned explicitly.

IEC 61508 |EC 61508 requires satisfaction of al requirements, although some requirements explicitly require
the use of sector standards for compliance, for example definitions of acceptable risk levels™. IEC 61508 can be
applied directly but is also intended to provide aframework for the development of industry specific standards™
and has dready provided the basis for European railway safety standards.

1% pA-13. Allocating tasks depending on funds available is asignificant difference from Def(Aust) 5679.
16 STANAG 4404 section 4 pp3-4

" STANAG 4452 section 5 p4, see lso Analysis Task 6.

18 part 1 section 1.4 p4

19 ARPA754 p10, ARPA761 p4

2 eg. part 1 section 7.5.2.3p29

2 part 1 section 1.1 p8
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4. Management |ssues
41  Agentsand Respongbilities

Def(Aust) 5679 Def(Aust) 5679 defines the agents to be involved in the system devel opment. The Customer is
the procurer of the system and has ultimate responghility for the safety of the system, including adherence to the
safety standard®. The Customer is also responsible for specifying operationa requirements and the system
environment. The Developer isresponsible for delivering the system to the customer together with assurances of
safety. The prime contractor must ensure that subcontractors meet applicable requirements®. Users may be
involved in providing information about the operational context and must be suitably trained™.

The Auditor and the Evaluator oversee the development of the system. The Auditor has responsibility for
ensuring compliance with the procedura aspects of the standard, while the Evaluator checks the vaidity of the
Safety Case. The process may aso involve a Certifier. The Auditor and Evaluator are gppointed by the
Customer, and are both independent of the Developer.

A Safety Management Group, comprising representatives of the Customer, Developer, Auditor and possibly the
Certifier, is created to review the process of compliance with the stlandard. In particular, the Safety Management
Group reviews the deliverables described by Section 4.2, including the Safety Management Plan of Section 4.3.

MIL-STD-882C In MIL-STD-882C, the terms MA (Managing Activity) and Contractor refer to the Def(Aust)
5679 Customer and Devel oper respectively. The MA imposes system safety tasks on the Developer, and isthe
only party with the authority to gpprove any residua risk in the system under development. The System Safety
Manager and System Safety Engineer are also defined®™. There is scope for an audit program in Tasks 102 and
104. Thereisscopein Task 105 for System Safety Groups and System Safety Working Groups to undertake
reviews of the process of compliance with the standard.

STANAG In STANAG 4404, the developer has responsibility for implementing the design requirements and
showing that the overall system safety godl is achieved, subject to review by the appropriate safety authority®. A
Software Configuration Control Board and a Hardware Configuration Control Board approve any software or
hardware changes respectively once basdlines have been established. These boards should have (at least) one
member in common. One member of the Software Configuration Control Board has responsbility for evaluating
software changes for their potential safety impact®’.

In STANAG 4452, the developer conducts the analysis and testing tasks, and establishes and documents the
System Safety Program. The Managing Activity must approve any deviations from the hazard risk assessment
process in Appendix A%, According to Analysis Tasks 1 and 2, the Managing Activity must also approve
analysis techniques, methodol ogies and tools used by the developer. A System Safety Working Group is
established by Analysis Task 1.

Def Stan 00-56 In Def Stan 00-56, agents and their respongibilities are specified in detail. The Contractor
gppoints a Project Manager with responsbility for al safety activities. This Project Manager appoints a Project
Safety Engineer, who has responsibility for implementing the tasks in the Safety Programme Plan (see Section
4.2). The Project Safety Committee is chaired by the Project Safety Engineer and consists of representatives of
the Contractor, subcontractors, and the Independent Safety Auditor. This committee is responsible for endorsing
the tolerability of each risk and the output of the safety reviews, and specifies corrective action if necessary®.

An Independent Safety Auditor is appointed by the Contractor and the Customer’ s Project Manger if the

22 pl9
23 p19

24 p20

% gection 1.2 pd, section 3.2.2 p5, section 3.2.8 p5, section 3.2.19 p6, section 3.2.23 p7
% STANAG 4404 section 4 p4

2" STANAG 4404 section 6.1 pp5-6

% STANAG 4452 section 6 pp4-5

% part 1 section 4.3.3 p7, sections 5.3.1-5.3.3 pp11-12
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Preiminary Hazard Analysisidentifiesrisks of sufficient severity. The Auditor is concerned with the adherence
of the Safety Programme Plan to the standard, and audits the documentation provided by the Contractor™®. Any
deviations from the standard by the Developer must be approved by the Independent Safety Auditor and the
Customer’ s Project Manager. The Customer’ s Project Manager must approve the Safety Programme Plan and
any subsequent changes™.

The Contractor has responsbility for ensuring that subcontractors' activities are consistent with the Safety
Programme Plan, and that items obtained from subcontractors enable the system to meet overall safety
requirements as specified by the stlandard. Subcontractors must document their activitiesin a separate Safety
Programme Plan®.

Def Stans 00-55 & 00-54 |n Def Stan 00-55, the Design Authority corresponds to the Developer of Def(Aust)
5679. The Design Authority has responsibility for safety management, including that of subcontractors. The
Design Authority appoints a Software Design Autharity, who in turn appoints a Software Project Manager, a
V&V Team, and a Software Project Safety Engineer. The Design Authority must demondtrate to the customer
that appointees have appropriate quaifications and authority™.

The Software Project Manager is responsible for discharging the requirements of Def Stan 00-55. The Design
Team specifies, designs and codes the software, The V&V Team, which must be independent of the Design
Team, verifies and validates the software. The Software Project Safety Engineer ensuresthat safety activities are
conducted according to the Software Safety Plan. An Independent Safety Auditor is appointed in accordance
with Def Stan 00-56™.

In Def Stan 00-54, agents and responsibilities are as for Def Stan 00-56. In particular, the V&V Team conducts
or reviews design analysis, smulation and physical testing activities. Independence between the devel oper and
reviewer is recommended for certain requirements a certain SILs®.

ARP Inthe ARP standards, the Certification Authority is the organisation that defines certification
requirements, conducts reviews of compliance with safety requirements, and certifies compliance with the
requirements. The Applicant is the organisation that requires and provides evidence for certification®. Beyond
this, the standards do not allocate responsibilities for compliance activities. However, ARP4754 recommends
process assurance activities to ensure adeguate communication between parties (see Section 4.3).

DO-178B In DO-178B, asin the ARP standards, the Certification Authority isthe organisation that defines
certification requirements, conducts reviews of compliance with safety requirements, and certifies compliance
with the requirements. The Applicant is the organisation that requires and provides evidence for certification®.
Beyond this, the standard does not alocate responsibilities for compliance activities. However, planning and
review activities are recommended (see Section 4.3).

IEC 61508 |EC 61508 does not explicitly refer to agents or alocate responghbilities. However, the standard
requires alocation of responsibilities to organisations or individuals to be made®. Personndl performing the
Functiona Safety Assessment (see Section 4.3) may need to be independent of the developers, depending on the
integrity level of the system under development™.

% part 1 section 5.3.4 pp12-14

3! part 1 section 1.6 p4, section 5.2.4 p10

%2 part 1 section 5.7 p16

%3 00-55 part 1 sections 12-14 p12

% 00-55 part 1 sections 15-19 ppl12-14

% 00-54 part 1 section 9 p9; section 12.5.1 p13,; part 2 annex C
% ARP4754 p7

37

% part 1 section 6.2.1 p16

%9 part 1 tables4 and 5 p48
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42 Ddivaables

Def(Aust) 5679 Def(Aust) 5679 requires documentation of both the management process and compliance with
the technica requirements of the standard.

A System Safety Management Plan (SSMP) (see Section 4.3) is submitted for gpproval before devel opment
begins. The SSMP includes a System Development Plan®. In addition, the submission of System Safety Review
Reports and System Safety Evaluation Reportsis required at regular intervals (see Section 4.3).

Assurance of safety is provided by a Safety Case, condisting of a number of reports. The reports document
hazard and risk analysis activities (see Section 5) and component design and implementation assurance. System
models and documentation are included where appropriate. In addition, a Hazard Log provides cross-references
to records of hazards, critica functions and safety requirements, and their resolution. The detailed reports are
summarised by ahigh level argument detailing the strategy through which safety is demonstrated™.

Def(Aust) 5679 requires configuration management of al deliverables®.

MIL-STD-882C MIL-STD-882C aso requires documented evidence of safety management and the conduct of
technica tasks. Dataitems are associated with each task, which define the structure and contents of the
deliverables®™.

Task 102 requires a System Safety Program Plan (SSPP) (see Section 4.3) and Task 107 provides scope for the
preparation of regular progress reports on system safety activity.

The results of the multiple hazard andysis tasks are documented in safety assessment reports, each of which
contains details of system function, operation and safety engineering. Tasks 401 and 402 require the production
of documentation assessing verification and compliance of safety specifications, and incorporating the
techniques of Section 5. Task 106 provides scope for aHazard Log similar to that in Def(Aust) 5679.

STANAG STANAG 4404 requires documentation supporting the implementation of design requirements™.
STANAG 4452 requires documentation of the System Safety Program and each of the andysis and testing tasks
conducted. Requirements traceghility and a hazard log are mandated.

Def Stan 00-56 Def Stan 00-56 requires the establishment of a Safety Programme Plan (see Section 4.3). In
addition, aHazard Log is maintained for the three highest risk classes throughout the system lifecycle. The
Hazard Log identifies hazards, associated risks and potentia accidents, and documents progress on resolving
risks. In addition, it references dl analyses and reports produced during the safety program. Detailed
requirements and guidance are given on the structure and content of the Hazard Log™.

The Safety Case providesjudtification that the system is safe, and is congtructed using information from the
Hazard Log. The Safety Case must describe the system, its boundaries, and hazards and risks of the system
together with their probabilities, and identify the safeguardsin place to prevent accidents™. Guidelines are given
on the evolution and structure of the Safety Case. The Independent Safety Audit is documented in an
Independent Safety Audit Report*’.

Documentation of the Preliminary Hazard Listing, the Preliminary Hazard Analysis and the System Hazard
Anaysisisrequired. Detailed requirements are given concerning the contents of these deliverables. The Safety
Criteria Report states the rationale used in the determination of accident risk classes and the corresponding

40 p24‘ p46

41

42 p31

3 Appendix D

** STANAG 4404 section 4 p4

“5 part 1 section 4.4.2 pp7-8, section 4.6 p9, section 5.8 ppl6-18, part 2 section 5.8 ppl19-22
“6 part 1 section 4.7 p9

47 part 1 section 5.3.4.9 p13
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system function design rules and techniques. The Safety Compliance Assessment Report provides assurance that
safety targets have been met®.

Configuration management of documentation of data must meet the requirements of Def Stan 05-57, unless
dternatives are agreed with the Customer. The configuration management system is identified in the Project
Configuration Management Plan’®.

Def Stans 00-55 & 00-54 Def Stan 00-55 requires the production and maintenance of a Software Safety Plan
(see Section 4.3).

The Software Safety Case is produced incrementally as part of the Safety Case of Def Stan 00-56 and provides
reasoned judtification that the software satisfies the safety agpects of the software requirements. Milestonesin the
production of the Software Safety Case are given. Supporting evidence for the Safety Caseis provided in the
Software Safety Records L og, which includes documentation of the technical tasksin Section 5. Other
ddiverablesinclude a Software Quality Plan, a Software Development Plan, a Code of Design Practice, a
Software Risk Management Plan, a Software Verification and Vaidation Plan, a Software Configuration Record
and a Software Maintenance Plan™. Detailed guidance on the structure and contents of each ddliverableis given
in Annex B of Part 2.

Def Stan 00-55 requires dl ddiverables and software to be subject to configuration management, in accordance
with Def Stan 05-57. Additional requirements and guidance are given™.

A Safety Programme Plan, a Safety Case, and aHazard Log are produced for Def Stan 00-54, and condtitute
parts of the deliverables of the same namein Def Stan 00-56. In addition, evidence for the Safety Caseis
accumulated in the Safety Records Log. Other deliverables include a Design Plan and a Maintenance Plan®™.
Further guidance on the structure and contents of each ddliverable is given in Annex B of Part 2.

ARP ARP4754 suggests submission of a Certification Plan (see Section 4.3) outlining proposed activities for
compliance with certification requirements. The Configuration Index identifies the physical e ements comprising
the system and their configuration, including interfaces with other el ements. The Certification Summary outlines
the results of certification activities and provides a high-level argument showing compliance with the
requirements.

Other ddiverables in addition to the minimum suggested above include a stlatement of functional and safety
requirements, an architecture and design description, including failure containment and other safety features, a
process assurance plan (see Section 4.3); and plans for and documentation of safety activities (see Section 5)>.
The safety assessment procedures described by ARPA761 are documented in various safety assessment reports.

DO-1788 DO-178B provides detailed guidelines on deliverables and their contents™. The master plan isthe
Pan for Software Aspects of Certification, which states how the Applicant proposes to comply with certification
requirements. Other plans dedl with configuration management, software devel opment and verification, and
qudity assurance. Standards for the development of requirements, designs and code should aso be defined.

The Software Accomplishment Summary demonstrates compliance with the Software Aspects of Certification.
It references evidence in other deliverables including descriptions of requirements, design and code, verification
procedures and results, configuration data and quality assurance records.

The degree of care required for configuration management of deliverables depends on the Software Leve of the

“8 part 1 section 7.3.3-7.3.4 p26, section 7.5 pp31-33

“9 part 1 section 5.6 pp15-16

%0 00-55 part 1 sections 7 & 8, pp7-10; section 20 pl5; section 27 p18; annex B

5! 00-55 part 1 section 25 ppl7-18; part 2 section 25 pp25-26

52 00-54 part 1 sections 7 & 8 pp7-8; annex B

%8 A summary of all deliverables together with cross-referencesis provided on pl18 of ARPA754.
* ppa4a-55
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software (see Section 5.3)™.

IEC 61508 |EC 61508 requires documentation for safety management and functiona safety assessment.
Outputs of each stage of the safety lifecycle are specified™. Thisincludes descriptions of the system scope and
environment; specification of safety requirements; plansfor validation, installation, commissioning, operation,
and maintenance; and outputs of the technical tasksin Section 5. The document structure is not mandated, but
examples are given in Annex A of Part 1.

The documentation is subject to configuration management guidelines”.
Safety Planning and Control

Def(Aust) 5679 Def(Aust) 5679 requires submission of a System Safety Management Plan (SSMP) by the
developer before development begins, outlining the gpproach to be taken in order to comply with the safety
requirements of the standard®. Thisincludes

a Safety Andysis Plan outlining the approach to safety and integration with the devel opment
processes. This should include a high-level argument describing the contribution of supporting
documents™;

adescription of subsystern dependencies and integration of safety analysis with configuration
management; and

aschedule of analyss, reviews and evauations.

The submission of System Safety Review Reportsis required a regular intervals (to be specified by the SSMP)
to show compliance with the standard, and that al personnel involved in the development process have the skill
and awareness to ensure compliance with the standard.

System Safety Evaluation Reports, made by an independent Evauator, describe and eva uate steps taken to
comply with the standard; a schedule for their ddlivery must be submitted for approval before devel opment
begins. Audits of safety activities are conducted by and independent auditor.

MIL-STD-882C In MIL-STD-882C, the devel oper is required to identify a management system for
implementing system safety requirements, which must include mechanisms to monitor and assess system risks,
and to eliminate such risks or minimise them to alevel acceptable to the customer®. Task 102 provides scope for
adetailed System Safety Program Plan (SSPP), to be agreed between the developer and the customer, to
implement these requirements. Requirements are smilar to those of the Def(Aust) 5679 SSMP, except that there
isno explicit reference to a high-level argument. Particular requirements include descriptions of

the relationships and chains of command within the devel opment organisation;
risk and hazard analysis and techniques to be used;

anaysis (including testing) techniques to be used; and

training of users and incident reporting.

Task 103 includes extra requirements for the coordination of system safety management in the case where there
are subcontractors.

% p39, Annex A

%6 part 1 table 1 pp22-24; part 2 table 1 p13; part 3table 1 pp14-16
57 part 1 ppl4-15

% p24

59

% section 4.1.1
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Task 104 requires a program of safety reviews/audits to be formulated. In addition, safety progress summaries
are produced periodicaly via Task 107.

STANAG In STANAG 4404, at least two people mugt be familiar with the design, code, testing and operation
of each software module™. Desk audits and peer reviews are required to help verify implementation of design
requirements®.

In STANAG 4452, the System Safety Program includes hazard tracking, software development plans, test plans,
configuration management and quality evaluation plans. The developer must prepare evaluation criteriafor the
safety of the computing system and incorporate these into the quality evaluation plans™. Analysis Task 1
requires the development of plansfor design reviews as required by the Managing Activity. The use of a safety
requirements traceability matrix is mandated throughout the development.

Def Stan 00-56 In Def Stan 00-56, a Safety Programme Plan outlines the andytical and verification activities
to be conducted in order to achieve the system safety requirements. The Plan contains the schedule and
management structure for safety-related activities, and the safety requirements and targets. The Plan ascribes
responsibilities to agents, including subcontractors™. Detailed guidance on the contents and structure of the Plan
isgivenin part 2.

Safety Reviews are conducted by the Contractor as part of project design reviews, and are scheduled in the
Safety Programme Plan. Detailed requirements are stated concerning the content of the Safety Reviews. Quality
assurance activities for implementation of the Safety Programme Plan are conducted in accordance with Def
Stan 05-91, unless dternatives are agreed with the Customer. Plans for such activities are documented in the
Project Quality Plan®.

An Independent Safety Audit isrequired for the two highest risk classes, and is described by an Audit Plan made
by the Independent Safety Auditor®. A Data Reporting, Analysis and Corrective Action System (DRACAS)
must be established in accordance with Def Stan 00-40 to review incidents arising during design,
implementation, and in-service lifecycle phases”.

The Independent Safety Auditor and safety program staff are required to have appropriate skill .

Def Stans 00-55 & 00-54 Def Stan 00-55 requires the production of a Software Safety Plan prior to the
development of the software specification, showing the software planning and control measures to be employed.
This plan must be updated at the commencement of each subsequent project phase. Theinitial version and any
subsequent changes must be agreed with the customer. The Software Safety Plan should contain acceptance
criteria for process data, justified againgt historical norms™.

Def Stan 00-55 requires the conduct of software safety reviews as specified in the Software Safety Plan. These
are carried out by the contractor, with the Independent Safety Auditor and customer invited to attend. The
reviews consider the procurement of evidence for the Software Safety Case and recommend corrective action,
with results documented in the Software Safety Records Log. The reviews approve any changes to the Software
Safety Case, the Software Safety Plan and the Software Safety Records Log. Software Safety Audits are
conducted by the Independent Safety Auditor according to a Software Safety Audit Plan, in accordance with Def
Stan 00-56, with results recorded in a Software Safety Audit Report. As part of the DRACAS of Def Stan 00-56,
any in-service anomaliesin the operation of software must be recorded, and appropriate action undertaken to

1 STANAG 4404 section 6.3 p6

2 STANAG 4404 section 6.4 p6

5 STANAG 4452 section 6 p5

64 part 1 sections 4.2.2-4.3.2 p7, part 1 section 5.2 p10, part 1 section 6 p18
% part 1 Table 1 p8, part 1 sections 5.4-5.5 ppl4-15

% part 1 Table 1 p8, part 1 section 5.3.4.2 p12

57 part 1 section 4.5 p8, section 8 p33

8 part 1 section 5.3.4.3 p12, section 5.3.5 pl4

59 00-55 part 1 section 6 p7, section 7.4.6 p9
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prevent an unsafe situation from occurring™.

A Safety Programme Plan and an Audit Plan are produced for Def Stan 00-54, and congtitute parts of the
deliverables of the same name in Def Stan 00-56. Safety reviews are conducted in accordance with the Safety
Programme Plan. Safety reviews and safety audits are documented in the Safety Records Log. Design methods
to be used are documented in the Design Plan and justified in the Safety Programme Plan. The Design Plan
includesaV&V Plan, which identifies activities to be performed by the V&V team, including design analysis,
smulation, and testing. The V&V team should review the results of forma analyss, smulations and physical
tests. Safeguards againgt hazards in the devel opment process are required, and the limitations of tools used
identified in the Safety Records Log. As part of the DRACAS of Def Stan 00-56, any in-service anomaliesin the
operationgf hardware must be recorded, and appropriate action undertaken to prevent an unsafe situation from
occurring™.

ARP ARP4754 recommends agenerd Certification Plan rather than a specific safety plan. Contentsinclude:

afunctional and operational description of the system and the aircraft;

summaries of the Functional Hazard Assessment and the Prdiminary System Safety Assessment
(Section 5.2);

the proposed method of verifying compliance with certification requirements,

aproposed schedule for deliverables; and

the identification of personnel involved in certification activities.

ARPA754 suggests that the Applicant should submit, and obtain agreement on, plansfor compliance with
certification activities from the Certification Authority before the relevant development activities occur™.,
Process assurance activities, including reviews, are proposed in order to ensure that the necessary plans are
developed and complied with.

DO-178B DO-178B suggests that the Applicant submit a Plan for Software Aspects of Certification to the
Certification Authority for approva. This plan should provide timely guidance to personndl, and should State the
Software Levd to be satisfied by the software (see Section 5.3). Topics of guidance for the software planning
process include:

development standards, methods and tools;
the coordination between software development and other processes, including safety activities,
specific technical issues, including multiple version software and deactivated code; and

provision for review of the plans as the project progresses”.

Software quaity assurance activities, including plans and reviews, are recommended to ensure that software
standards are complied with, including the satisfaction of prerequisitesfor transition between software lifecycle
processes.

IEC 61508 |EC 61508 requires the specification of technica and management activities that are necessary to
achieve functional safety. The following should be specified™:

the policy and strategy for achieving and evaluating safety”;

70 00-55 part 1 sections 10 & 11 pp10-11; section 42 pp37-38

" 00-54 part 1 section 7 p7; section 8.6 p9; sections 12.3-12.4 pp12-13; section 12.7 p13; section 13.6 p15; section 15 p16
2 ARPA754 p17

8 pp15-18

™ part 1 ppl6-17

" part 1 pp45-48, part 2 p36
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respons ble persons and organisations;

lifecycle phasesto be applied;

documentation structure;

selected methods and techniques™;

functiond safety assessment activities,

procedures for issue resolution;

staff competence”’;

procedures for incident and operations anadysis;, and

procedures for configuration management”
Additiona plansfor safety vaidation, ingtallation and commissioning are required.
Prgett Lifecyde

Def(Aust) 5679 Def(Aust) 5679 is not prescriptive about the system devel opment processes, but assumes a
generic development lifecycle consigting of system definition and preliminary design, design devel opment,
implementation and post development activities, with revisions where necessary . Development of the Safety
Caseisconducted in pardld with the system development lifecycle. While the exact relationship isto be
specified by amanagement plan, amodel of integration is proposed™. Any revisions made to part of one
lifecycle must be reflected in corresponding parts of the pardld lifecycle.

MIL-STD-882C MIL-STD-882C does not require any particular system devel opment lifecycle, and safety
management and engineering tasks can be conducted at any time. However, it contains genera guidance asto
which tasks could be conducted at particular stages of amodel system development lifecycle®, including
provisions for incorporating design changes. Detailed guidance is provided in Appendix B.

STANAG STANAG 4404 assumes adevelopment lifecycle which includes conceptud design, preliminary
design, detailed design, software coding and component building, unit or module testing, system and software
integration testing, and modification and maintenance. Guidance is given on which of the design requirements
are best performed at which stage of this development lifecycle®.

STANAG 4452 assumes ho particular project lifecycle, but each andysis or testing task gives guidance asto
when that task should be conducted.

Def Stan 00-56 Def Stan 00-56 requires consideration of initiation, project definition, full development, design
certification, production, in-service and disposal lifecycle phases. The safety program is planned, integrated and
developed in conjunction with the system development™. Guidance is given on activities to be conducted in
particular phases.

Def Stan 00-55 & 00-54 Def Stan 00-55 assumes a software development lifecycle consigting of the
production of a software specification, the development of increasingly detailed software designs, coding, and
testing and integrating the software. The Software Development Plan should describe these phases, their inputs

6 part 2 p18

" Guidance on the qualifications of personnel isgiven in Annex B of Part 1.
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and outputs, and the relationships between them, such as entry and exit criteria®.

The development lifecycle of a custom circuit in Def Stan 00-54 includes a specification process, a devel opment
process and a verification process, and is documented in the Design Plan®.

ARP ARPA4754 assumes an iterative system development lifecycle which includes the specification of high-
leve functiona requirements, the allocation of functions to systems, the development of the system architecture,
the dlocation of item requirements to hardware and software, and the system implementation. The safety
assurance activities of ARPA761 are conducted in parallel with the system development®, but the interaction is
less gtructured than for Def(Aust) 5679. It is recognised that changes to the development should bereflected in a
revision of relevant safety activity deliverables”™.

DO-178B DO-178B defines a software lifecycle to be performed within the overall system and safety
lifecycle®™. The development lifecycle phases include planning, requirements, design, coding and integration,
athough it is recognised that the phases might be applied iteratively. Other integral processes, including
verification and qudity assurance, are performed concurrently with the development lifecycle. It is recognised
that particular stages of the software lifecycle may have trangtion criteria, to be specified in the plans for
software devel opment™.

Safety-related information flowing from the system lifecycle to the software lifecycle includes system
requirements allocated to software; software levels (see Section 5.3); design congtraints and hardware definition.
In particular, the system design determines the software safety requirements. In the opposite direction,
information flow includes fault containment boundaries, identification and elimination of error sources, and
software requirements and architecture. In particular, modifications to software need to be reflected in the system
safety activities.

IEC 61508 |EC 61508 defines an overal safety lifecycle® comprising concept description; scope definition;
hazard and risk analyss; alocation of safety requirements; design and development; integration; development of
operationd and maintenance procedures, safety validation; ingtallation and commissioning; operation and
maintenance; and decommissioning. More detailed lifecycles are provided for computer system and software
development. A separate development lifecycle is not specified, dthough the lifecycles merge during the
computer system and software development activities. For each stage of the lifecycle, detailed descriptions,
inputs (or prerequisites) and outputs are given™. It is acknowledged that iteration is avital part of the
development process.

Pog Devdlopment Processes

Def(Aust) 5679 Def(Aust) 5679 requires ingtallation activities to be described in an ingtdlation plan and
considered in the hazard analyses™. Commissioning tests are performed to demonstrate requirements after
ingtdlation is complete.

Maintenance tasks must avoid violation of System Safety Requirements and modify the Safety Case where
necessary. Specid attention is drawn to compromising safety by overriding safety interlocks or modifying
software.

8 00-55 part 1 section 31.1.2 p22; part 2 section 32.1.1 p39
8 00-54 part 1 section 12.1.2 p11
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89 pl6

0 part 1 ppl8-21, part 3pl3

9! part 1 pp22-24, part 2 pl3, part 3 pp14-16

92 section 10.1

18



A 3Urvey or lnternational Sarety Janaaras

Major system changes resulting from modification require production of a revised Safety Case™.

MIL-STD-882C Appendix B of MIL-STD-882C describes tasks which could be performed during the
operations and support phase. The tasks include eval uation of failure analyses and mishap investigations, review
of procedures, monitoring results of field ingpections or tests for deterioration of safety, and review of disposa
plans™.

STANAG In STANAG 4404, requirements gpplicable to the design and devel opment phases are dso
gpplicable to the maintenance of software. Software patches are prohibited. A Software Configuration Control
Board and a Hardware Configuration Control Board approve any software or hardware changes respectively
once basdlines have been established, and configuration control is mandated™.

In STANAG 4452, proposed design changes must be analysed for effects on safety-critica computing system
functions®. Analysis Task 7, the Change Hazard Andlysis, requires analysis of changes to software or
requirements, and the results integrated into previoudy conducted analyses. Affected system documentation
must be updated.

Def Stan 00-56 Def Stan 00-56 requires a Change Hazard Analysisin the event of system changes””. A new
Safety Caseis required when systems are modified, such as when functionality is added, technology is updated,
or the system is used for a different purpose than originally envisaged™.

Def Stans 00-55 & 00-54 Def Stan 00-55 requires software maintenance to be conducted according to a
Software Maintenance Plan. Impact anaysis must be conducted in order to assess any impact on safety and, in
particular, determines the extent of required assurance activities for unchanged parts of the software. All changes
to the software must be made according to the requirements of the standard and documented™.

Def Stan 00-54 requires maintenance to be conducted according to a Maintenance Plan. Replacement of
components that cause changes to the specification or performance of the hardware must be reflected in a
redesign of the hardware according to the standard'®.

ARP ARP4754 identifies some typical installation assumptions and recommends that they be validated™®".
ARPA761 further recommends that requirements for instalation design be derived during the Preliminary
System Safety Assessment™®.

ARP4761 aso recognises that some safety requirements will be allocated to maintenance tasks. ARPA754
requires that these are considered in the certification process and recommends validation of maintenance
assumptions'®.

ARPA4754 examines aircraft modification in detail*® and considers introduction of new functions, replacement of
systems, adaptation of existing systemsto new aircraft types, and dteration of existing systems. Modifications
generaly require adherence to the guidelines of the standard. In particular, the existing safety assessment should
be reviewed and necessary certification data compiled. Details of the technical arguments required are
considered in Section 5.8.
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DO-1788 DO-178B requires modifications to software to be reviewed by andysis'®. Analysis activities
include review of the system safety assessment process and analysis of the modification impact, including data
flow analysis, control flow andysis, timing analysis and traceability analysis. Areas affected by the changes
should be reverified. If the software leve israised, the assurance activities should be reviewed for adequacy.

IEC 61508 |EC 61508 requires plansto be developed for ingtallation and commissioning activities™®. Plans
must include the schedule, respongibilities, procedures, acceptance criteria and procedures for failure resolution.
The activities must be conducted in accordance with the plans.

A plan for maintenance and operation is aso required"”’. The plan identifies routine actions and proceduresto be
carried out, including fault detection activities and safety audits, and documentation to be maintained (including
records of incidents).

Modification and retrofit occur only under an authorised request and an impact analysis must be performed,
including arevised hazard and risk analyss. All modifications that impinge on the functional safety of the
system require areturn to the relevant safety lifecycle phases'®.

105 section 12.1.1

106 vt 1 p37, p39

o7 pat 1 p35! pp40'42v pert 2 ngv pp32—33v p54
19 part 1 pp42-43, part 2 p35, part 3 pp29-30, p40
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5. Technical |sues

51

Devdopment Condraints

Def(Aust) 5679 Before development of the systemn begins, Def(Aust) 5679 stipulates that the Developer must
submit a System Development Plan, detailing the design methods and techniques to be used. The Sefety
Working Group must agree to the plan.

The Customer, the Developer and the end users should agree on the requirements of the system to be devel oped,
including the context in which the system should operate'®. A subsequent System Functional Requirements
110

Specification is required to support the Preliminary Hazard Analysis report ™.

A Component-Level System Design is required to support the System Hazard Analysis™. This describes the
architecture of the system components and demongtrates how the components combine to achieve the system
functions, using astructured approach, and forma modelling if appropriate. Safety-critical functions must be
localised and isolated if possible. The use of software requires justification because of itslikely complexity and
relative unpredictability compared with physical systems.

Requirements for the design of the system include the use of structured design methods appropriate to the
component being devel oped™2.

Custom hardware and software components must use structured design and devel opment techniques and the
design method must alow the assurance of safety in accordance with the required integrity level™?. Software
must be developed using sound software engineering principles and be subject to thorough testing™*. The choice
of programming language may be constrained by the safety requirements. Further implementation constraints
gpecific to software and hardware are described in Section 5.5 and Section 5.6 respectively.

Human factors should be considered in the system development and some genera guidance and requirements on
operator interfacesis offered™™.

MIL-STD-882C MIL-STD-882C does not require the inclusion of design or specification requirementsin the
contract, but stipulates severd generd principles. design for minimum risk, incorporation of safety devices, and
provision of warning devices™®. For the severest hazard categories, sole reliance on safety and warning devices
is prohibited™"’.

Hazard andysis tasks 202 to 206 require a description of the physical and functiona characterigtics of the system
and its components to support analyses. Severa documents are required, including system requirements and
design specifications, configuration item specifications, software requirements specifications and interface
specifications. The methods used are not prescribed, but system block diagrams and functiond flow diagrams are
suggested.

STANAG STANAG 4404 contains detailed design condraints. Software must return hardware to a safe Seate
when failure or unsafe conditions are detected. The system must be designed to perform under peak |oad
conditions and return to a safe state when the safety kernel or other system componentsfail. Any battle shorts
must be designed so that they cannot be activated inadvertently or without authorisation. Software must be
designed for ease of maintenance. Safety-critical functions should be isolated from non-critica functionsto the
maximum extent practical, with the former implemented on a stand-alone computer if possible. Software patches

109 p27

110 p47

1 pp51-52

112 ng

113 p28

114 pp29_30

115

18 section 4.4 pll
17 section 4.6 pl4
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are prohibited™®.

There are requirements for the safe operation of the system on power-up initiaisation, with the software
performing asystem-level check, and when power faults occur™. Detailed guiddlines are given on the sdlection
of CPUs. Requirements for the self-checking of software include the use of watchdog timers, memory checks,
fault detection and isolation programs, and checks of testable safety-critica functions prior to performance of a
related safety-critical operation'®. Protection mechanisms are required to ensure load dataintegrity and to
prevent unauthorised or inadvertent initiation of a safety-critical function sequence, or changes to software™".
Congtraints are given on the design of input-output interfaces'.

In addition to the design congtraints above, STANAG 4404 contains congtraints on the software. Software design
and code must be modular, with al modules having one entry and one exit point. Loops must have one entry
point, and must exit to asingle point outside the loop. Each safety-critical system function must have exactly one
path leading to its execution. Unnecessary festures, unused code and unused variables are prohibited. The use of
halt or wait ingtructions within safety-critical codeis prohibited. Files used for the storage of safety-critical data
must be single-purpose and unique. Run-time boundary checks must be placed on arrays and indirect addresses
when executing safety-critical functions. Unused memory must beinitialised to a pattern which, if executed,
causes the system to revert to a safe state. Variable naming requirements are given. The execution time of loops
must be prevented from exceeding a maximum vaue. The results of a program should be independent of the
duration of execution or the time of initiation of the execution™.

STANAG 4452 requires the development of System Safety Desigh Requirements as part of Analysis Task 1.
Design guidelines must be developed and implemented in order to reduce the risks identified in Analysis Task 1
to acceptable levels. Andysis Task 2 requires that code developers be provided with explicit safety-related
coding recommendations. The number of safety-critical modules should be aslow as possible with aslittle
interaction with other modules as possible; thisis verified by Analysis Task 3.

Def Stan 00-56 Def Stan 00-56 does not impose particular development congtraints. However, design rules
and techniques appropriate to each Safety Integrity Level must be determined prior to implementation of the
system functions. These must be approved by the Project Safety Committee and the Safety Review, and the
rationale for their choice must be recorded in the Safety Criteria Report™. Guidance is given on the
appropriateness of formal specifications, structured design methods, coding standards, and the use of tools and
compilers, for particular Safety Integrity Levels™®.

Def Stans 00-55 & 00-54 Def Stan 00-55 requires software to be devel oped according to the requirements of
1SO 9001 and the guidance of 1SO 9000-3. Software development planning should be conducted according to
Def Stans 05-91 and 05-95. Risk andlysis (relating to the success of the project, rather than safety) should adso be
conducted. A Code of Design Practiceis required™.

The choice of implementation language must be justified, and for the highest SILs must be high-level, strongly
typed and block-structured, with aformally-defined syntax. Assembler language may be used in exceptiona
circumstances. Compilers must be vaidated, and al tools used must have sufficient safety assurance,
commensurate with the reliance placed on the tool to develop safe software. Unreachable code may only remain
in the application if it can be shown that therisks of leaving it are less than the risks of removing it. Detailed
guidance is given on factors to be considered in coding™’.

118 STANAG 4404 section 6.5 p6, section 7 pp6-8

119 STANAG 4404 section 8 pp8-9

120 STANAG 4404 sections 9-10 pp9-10

121 STANAG 4404 section 11 pp10-11

122 STANAG 4404 section 12 ppl1-12

123 STANAG 4404 sections 14-15 pp13-16, section 18 pp18-19

124 part 1 section 7.3.3 p26

125 nart 2 table 3 pp36-37

126 00-55 part 1 section 20.1 p15; section 22.1 p16; section 23 p16; section 27 pl8
127 00-55 part 1 sections 28-29 pp18-20; section 30.2 p20
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In Def Stan 00-55, software diversity may be used for additiona confidence in safety, and a discussion on risks
and benefitsis given'?.

Def Stan 00-54 requires hardware to be developed according to the requirements of 1S0 9000. A Design Plan
documents the development process, with individua attention paid to each custom circuit. The choice of
physical implementation should be justified in the Safety Programme Plan'.

ARP The ARP standards are intended to provide guidance on the engineering of complex aircraft systems.
Before development of the system begins, ARP4754 recommends a Development Plan describing milestones of
the development cycle, the organisationd structure and the responsibilities of personnd.

ARPA4754 provides guidance on the determination of captured and derived requirements, at the functiona leve,
the system level, the item level and the hardware/software level™.

An Architecture and Design Description is suggested to specify the high-level functiondity of the system and
gives sufficient detail to establish that this functionaity will be achieved™. A number of architectural design
techniques to improve safety is suggested.

DO-178B DO-178B suggeststhat system requirementsinclude safety strategies and design congtraints,
including design methods such as partitioning, dissimilarity, redundancy or safety monitoring™. Software
development plans should specify the prerequisites for trangtion between stages of the software development,
and the methods, tools, programming languages and compilers to be used™. Software must be structured to
assist the verification activities™, but limited guidance on development is given otherwise. Particular emphasis
is placed on traceshility.

IEC 61508 |EC 61508 imposes anumber of constraints on the development of computer-based systems™ to
enforce desirable devel opment practices or assist assurance activities.

At commencement of development, a description of the system concept is required, as well as a definition of the
system scope and structure. Thisis used asinput to the initid hazard and risk analysis.

Specification of system and software safety requirements can be made independently of the development but the
safety process merges with the devel opment process during the computer and software design activities. Where
high levels of integrity are required, computer-aided, semi-forma or forma safety requirements specifications
are recommended™®.

In addition, combinations of hardware architecture and diagnostic coverage are mandated to achieve required
levels of hardware reliability™*’. Extensive recommendations are made on design methods for systems to control
design faults or hardware failures™®. For high levels of integrity, semi-formal and formal design representations
are recommended.

Requirements are aso made of the software design, depending on the target safety integrity level of the
software™. These include restrictions on software architecture and selection of software development tools,
Suitable programming languages are highly recommended, including safe language subsets for higher assurance
levels. Software design and coding standards are highly recommended, as well as modular development.

128 00-55 part 1 section 31 p21; part 2 section 31 pp37-38

129 00-54 part 1 section 10.2 p10; section 12.1.1 p11; section 12.6 p13
130 ARPA754 pp21-24

131 ARP4754 p20

132

133 pl7

134 pp19-23

135 nart 1 pp29-30, part 2 ppl4-16, part 3 ppl7-19

136 hart 2 table B.1 p52; part 3table A.1p38

137 part 2 section 7.4.5.4 p25

138 nart 2 section A.3 pp47-50, tables B.2 & B.3 pp53-54, table B.6 pp56-57

139 nart 3 sections 7.4.2-7.4.6 pp21-25 , tables A 2-A 4 pp38-39, teble B.1 p42, tables B.7 & B.9 p44
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Defengve programming is highly recommended for the higher integrity levels.

Hazard Analyss

Def(Aust) 5679 In Def(Aust) 5679, two hazard analysis tasks are performed with the intention of identifying
component safety requirements.

Using the System Functional Requirements Specification, the Preliminary Hazard Andysis identifies possible
accidents and the system hazards from which they might arise. A complementary list of System Safety
Requirements is subsequently produced for consideration in the Component-Level System Design (CLSD)™°.

The system hazards of the Preliminary Hazard Analysis are systematically decomposed by a System Hazard
Anaysisusing the CLSD to form component-level hazards. Component Safety Requirements (CSRs) are dso
specified and are independently checked to be same as the decomposition of the system safety requirements™.

No techniques are mandated for the hazard analysis, athough specific reference is made to event tree analysis
and fault tree analysis.

MIL-STD-882C MIL-STD-882C provides detailed guiddinesfor Preliminary Hazard Analysisin Tasks 201
and 202. To begin, potential hazards are identified and compiled into a Preliminary Hazard List based on the
system concept and past experience'®. A more systematic analysis is then conducted by considering hazardous
components, system interfaces, environmental constraints and potential malfunctions'®.

The Safety Requirements/ Criteria Analysis (Task 203) relates the hazards of the Preliminary Hazard Analysis
to the system design and identifies or devel ops design requirements to eliminate or reduce the hazardsto an
acceptable level. The andlysis confirms that the safety requirements are satisfied by the design documentation,
including operator procedures, or recommends changes to be made.

A Subsystem Hazard Analysis can be performed (Task 204), in which subsystem hazards are identified and
analysed to be eliminated or reduced. The analysis shows that subsystem designs and implementations adhere to
safety design criteria, system hazards are adequately controlled and no new hazards are introduced. A subsequent
System Hazard Andysisis performed (Task 205) in which the whole system is analysed rather than the
components. Specia consideration is given to system interfaces and dependent subsystem failures.

Thereisaso scope for human factors hazard analysis (Task 206), described in more detail in Section 5.7, and a
hedth hazard analysis (Task 207) that considers hazards with long-term rather than immediate adverse hedth
effects, for example due to chemical, biologica or radioactive agents.

STANAG STANAG 4452 gives detailed hazard andysis requirements. A hazard tracking system isrequired
throughout the development. The preliminary hazard analysis should be conducted in accordance with NATO
standard AOP-15'*, Analysis Task 1, the Computing System Requirements Hazard Analysis, determines design
requirements that will eiminate or reduce the risk associated with system functions. A hazard category is
assigned to each hazard, but a description of hazard categoriesis not given. Analysis Task 2, the Computing
System Design Hazard Analysis, analyses the design and implementation of safety-critical functionsin the
computing system. The Interface Hazard Andlysis of Analysis Task 4 is designed to ensure that hazardsin one
component are not propagated through the system. Andysis Task 7 is the Change Hazard Analysis, to be
conducted when changes to the system are proposed.

Def Stan 00-56 Def Stan 00-56 requires a Prliminary Hazard Ligting and Preliminary Hazard Analysisto be
conducted. The Preliminary Hazard Listing identifies the main generic hazards and the accidents that they may
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cause. The Prdiminary Hazard Analysis evauates the magjor hazards and accident sequences (together with
probabilities) of the system by means of a HAZOP study in accordance with Def Stan 00-58, or a similar method
agreed with the Customer. The hazards are assigned a preliminary probability target, and the systerm must be
designed with these in mind™*.

A Hazard Log to track hazards and potentia accidents must be established (see Section 4.2).

For the highest three risk classes, an iterative System Hazard Analysis must be conducted, using the definitions
of functions and system components. This analysisincludes Functional Andlysis, Zonal Analysis, Component
Failure Andlysis, Operating and Support Hazard Analyss, and Occupational Health Hazard Andysis. Detailed
requirements are given on contents' .

In addition, a System Change Hazard Analysisis required if any changes are made to the system functions or
components after design certification, or if any changes are made to the domain of operation. This requires
changesto system safety program deliverables.

Def Stans 00-55 & 00-54 Since hazard andysisisasysem-leve activity, Def Stans 00-55 and 00-54 require
hazard analysis to be conducted in accordance with Def Stan 00-56.

ARP ARP4754 provides ahazard analyss framework that is consdered in more detail by ARP 4761.

Aninitia Functional Hazard Assessment (FHA) is recommended to identify failure conditions and their
effects™’. The assessment is carried out at two distinct levels for the aircraft and aircraft systems. The aircraft
level FHA isaquditative assessment of the basic functions of the aircraft, with the aim of classifying the failure
conditions associated with these functions according to severity. The system level FHA is similar, but considers
failures after functions have been alocated to systems by the design process. Andysis, such as fault tree analysis,
is used to relate the functional failures at each levdl.

The FHA isused asinput to the Preiminary System Safety Assessment (PSSA), which completestheligt of
falures, identifies system safety requirements and demonstrates how the proposed system architecture can
reasonably be expected to meet these requirements. Hazard andlysis techniques are used to relate system level
hazards to failures of specific hardware or software units and safety requirements are derived for those units.

During and following unit development, a System Safety Assessment (SSA) is performed to integrate unit level
anayses and evauate safety of the implemented system. Evidence of the software development processis
examined to ensure that derived software unit safety requirements are satisfied. Actud failure rates of hardware
components are etimated and combined in accordance with the system design to estimate likelihoods of system
and aircraft failures.

The safety assessments are supplemented by Common Cause Andyss, which isapplied & dl levelsto
determine and verify physical and functiond independence requirements.

The avionics stlandards are quite specific about suitable hazard analysis techniques to apply and suggest Faullt
Tree Anayss, Dependence Diagrams or Markov Anadlysis and Failure M odes Effects Andysis. ARP4761
provides an extensve description of the techniques in appendices, including afully worked examplein
Appendix A.

DO-178B Hazard andysisisasysem-levd activity, so it lies outside the scope of DO-178B.
IEC 61508 During concept definition, likely sources of hazards and information about them are identified. This

is augmented by consideration of initiating events, externa events and hazardous subsystems during the Overall
Scope Definition. In this context, a hazard andysis is performed which identifies hazards, hazardous events and

5 part 1 sections 7.2.2 - 7.2.3 pp19-21
146 nart 1 sections 4.4.2 - 4.4.3, pp7-8; section 7.2.4 pp21-22
147 ARPAT61, p16
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the event sequences that relate them. Consideration must be given to the imination of hazards, and human
factors must be taken into account. Probabilities of hazardous events are calculated, and may be quantitative or
qualitative®®. Hazard analysis is continued into the development lifecycle to ensure that emergent hazards are
identified.

Safety functions of the overall system necessary to meet overd| safety requirements and reduce hazard risk are
then identified. Each overdl safety requirement is dlocated to the designated computer system, taking into
account other technological systems and externd risk reduction. The designated system safety requirements are

then specified, taking into account &l relevant modes of operation™. Software safety requirements are derived
from these™.

Risk and I ntegrity Assessment

Def(Aust) 5679 The Def(Aust) 5679 risk and integrity assessment is based on the concept of devel opment
integrity levels. Probabilistic interpretations of risk are explicitly excluded because of the scope for error or
corruption in the quantitative analysis process, and because it is currently impossible to interpret or assess low
targets of failure rates for software or complex designs™.

For each potential accident identified by the Preliminary Hazard Anadlysis, a severity category (catastrophic, fata,
severe, and minor) is adlocated, based on the leve of injury incurred. Sequences of eventsthat could lead to each
accident are identified, and assigned a probability where estimation is possible™.

One of seven Levelsof Trust (LOTS) isalocated to each system safety requirement, depending on the severity
category of the accidents which may result from the corresponding system hazard. The LOT may be reduced if
each accident sequence can be shown to be sufficiently improbable. Each LOT definesthe desired level of
confidence that the corresponding system safety requirement will be met.

Next, one of seven Safety Integrity Levels (SILs) is assigned to each Component Safety Requirement (CSR),
indicating the level of rigour required to meet the CSR. By default, the SIL level of the CSR isthe same asthe
Leve of Trust of the system safety requirement corresponding to the CSR. However, the default SIL may be
reduced by up to two levels by implementing fault-tolerant measures in the design to reduce the likdlihood of the
corresponding hazard. As the standard prohibits alocation of probabilities to hazards, thisis based on a
qualitative argument™®,

MIL-STD-882C Risk assessment in MIL-STD-882C is based on determination of acceptable risk reduction.

Aninitid level of risk is determined during the Preliminary Hazard Analysis from the potentia hazard
consequence severity and the likelihood that the consequence will arise. Thisinitial assessment assumes that no
measures are taken to diminate or reduce the system hazard.

The standard does not alocate levels of integrity or trust in the system, but where risk levels are determined as
too high, measures are required to reduce the likelihood of hazard occurrence. During the Safety Requirements/
Criteria Analydis, the risk is reassessed in light of the design decisions and an estimate of residua systemrisk is
made™. No guidance is provided on whether the assessment of likelihood should be quantitative.

The determined risk level ranges from intolerable to acceptable. Different levels of intermediate risk may be
accepted by the appropriate authority, with higher authority required to accept higher levels of residual risk™.

148 part 1 section 7.2.2 p26, section 7.3.3 p26; section 7.4 pp27-28
9 part 1 pp30-31, part 2 ppl4-15
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Since the likelihood of software failure cannot be estimated, a different approach to risk assessment is suggested
for software hazards, based on the notion of software control categories. In this case, the severity of the hazard is
combined with the level of control exercisein the function. The resulting level of risk determines the resources to
be applied in diminating the software hazard™. However, no concrete guidance on acceptable measures to take
for eech risk level is provided.

STANAG STANAG 4452 requires the developer to identify a hazard category and a Software Control Category
associated with each Safety Critical Computer System Function™’. However, their useis not mentioned

subsequently.

Def Stan 00-56 In Def Stan 00-56, accidents are classified as belonging to one of four severity categories and
one of six probability categories. The correspondence between probability categories and actua probabilities
must be stated and approved by the Independent Safety Auditor. Using these classifications, arisk classis
assigned to each accident using a matrix approved by the Independent Safety Auditor before hazard analysis
activities begin'.

For systematic (as opposed to random) failures, the SIL (or actud dataif available) determines the minimum
falure rate that may be claimed of the function developed according to the SIL; such failure rates must be
approved by the Independent Safety Auditor. Accidentsin the highest risk class (A) are regarded as
unacceptable, while probability targets are set for accidentsin the next two risk classes (B and C). Accidentsin
the lowest risk class are regarded as tolerable. Accident probability targets are regarded as having a systematic
and arandom component. The consideration of accident probability targets and accident sequences determines
the hazard probability targets with systematic and random components. These hazard probability targets must be
approved by the Independent Safety Auditor™.

The random element of each hazard probability target is gpportioned to the lower level functions, providing
hazard probability targets for these lower level functions. For the systematic element of each hazard probability
target, the system function isimplemented according to the SIL of the most severe resulting accident. Additiona
independent implementations are made according to a SIL depending on both the accident severity and the
failure probability of the first function. (Presumably this failure probability is determined by the claim limit of
the above paragraph; however, thisis not sated.) Rules are given for implementing high-level functions of a
certain SIL by combinations of independent sub-components of lower SILS™.

A Safety Compliance Assessment is conducted using techniques such as Fault Tree Analyss. If the hazard
probability target cannot be met for risk class C, then risk reduction techniques such as redesign, safety or
warning features, or specia operator procedures must be introduced. If risk reduction isimpracticable, then risk
class B may be used with the approval of the Project Safety Committee™".

Def Stans 00-55 & 00-54 Sincerisk assessment isasystem-leve activity, Def Stans 00-55 and 00-54 require
risk assessment to be conducted in accordance with Def Stan 00-56. Def Stan 00-55 explicitly mentions that
software diversity may, if justified, reduce the required SIL of the application being developed. A discussionis
given on the risks and benefits of software diversity™.

ARP The avionics risk assessment framework is based on development assurance levels, which are smilar to
the Def(Aust) 5679 safety integrity levels.

Each functiond failure condition identified under ARP4754 and ARP4761 is assighed a Development Assurance
Level based on the severity of the effects of the failure condition identified in the Functional Hazard

156 pA-8

157 STANAG 4452 section 6 p5, Appendix A; also mentioned in Analysis Tasks 1 and 2.
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Assessment™®. However, the severities correspond to levels of aircraft controllability rather than direct levels of
harm. As aresult, thelikelihood of accident sequencesis not considered in the initial risk assessment.

The Development Assurance Leved of anitem in the design may be reduced if the system architecture provides
multiple implementations of afunction (redundancy); isolates potential faultsin part of the system (partitioning);
provides for active (automated) monitoring of the item; or provides for human recognition or mitigation of
failure conditions. Detailed guidance is given on these issues™. Justification of the reduction is provided by the
Preliminary System Safety Assessment.

Development assurance levels are provided with equivalent numerical failure rates™® so that quantitative
assessments of risk can be made. However, it is acknowledged that the effectiveness of particular design
strategies cannot always be quantified and that qualitative judgments are often required"®. In particular, no
attempt is made to interpret the assurance levels of software in probabiligtic terms. Like Def(Aust) 5679, the
software assurance levels are used to determine the techniques and measures to be applied in the development
Processes.

When the development is sufficiently mature, actual failure rates of hardware components are estimated and
combined by the System Safety Assessment (SSA) to provide an estimate of the functiond failure rates. The
assessment should determine if the corresponding development assurance level has been met. To achieveits
objectives, the SSA suggests Failure Modes and Effects Andysis and Fault Tree Analysis, which are described
in the appendices of ARP4761.

DO-178B Each failure condition in DO-178B is categorised according to the severity of its effect. Criteria
include the capability of the aircraft and the ability of the crew to cope with an increased workload. The
contribution of software to potential failure conditions determines its Software Level*®’, which specifies the
rigour to which the software should be developed. The software levels are similar to the SILsin Def(Aust) 5679.
Guidance is given on architectural strategiesthat may limit, detect or react to errors in software, with the result
that the software level may be reduced®.

It is suggested that software developed to a higher level than necessary will ease the addition of system
functionality later in the software development, as substantiating a higher software level later islikely to be more
difficult.

IEC 61508 |EC 61508 risk assessment is based on a combination of risk reduction and integrity levels.

169

The necessary risk reduction is determined by the hazard and risk andysis for each identified hazardous event™.
The required risk reduction is determined from the actua risk of equipment under control, assuming that no
safety measures are taken, and the tolerable level of risk. No method for thisis mandated but guidanceis
provided in Part 5. An overd| Safety Integrity Level isassigned in order to satisfy the required risk reduction.
Acceptable limits of numerical failure rates corresponding to integrity levels are provided™™.

Safety Integrity Levels are dlocated to the safety functionsin the designated computer system, taking into
account other technological systems, externa risk reduction facilities and the independence of these systems.
Idedlly, the allocation of risk should be justified by a quantitative argument™™ but it is recognised that calculation
of probabilitiesis often not possible, and that in these cases qualitative judgments must be made instead™.
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The resultant Safety Integrity Levels are used to set numerical targets for failure rates of the hardware system and
processes to be applied in software devel opment.

Desgn Assurance

Def(Aust) 5679 Component design assurance in Def(Aust) 5679 provides assurance that each component
design stisfies its Component Safety Requirements (CSRs) to the appropriate Safety Integrity Level (SIL).

Assuranceis proof-based and the level of assurance determined by the rigour of proof. In particular, component
design assurance is achieved if

the specifications of CSRs;
the mode of the component design; and
the verification that the component design meetsdl of its CSRs,

aredl sufficiently formal according to esch CSR'sSIL.
In addition, once components are implemented, safety tests must be conducted against the CSRs™.

MIL-STD-882C The MIL-STD-882C hazard andysis tasks 203 to 205 require production of evidence that the
design specifications satisfy design safety criteria. The safety criteria are determined from the system hazards as
well as generic design guiddines. Safety tests are prepared throughout the devel opment in accordance with Task
302 and are conducted by Task 401, along with other verification techniques such as andysis, functiona
mockups and simulation.

STANAG STANAG 4404 requiresthat a system safety engineering team validate and verify that safety design
requirements have been met. Verification of the restoration of safety interlocks removed during testsis
required"™.

Analyss Task 2 of STANAG 4452 requires verification that the design implements the system level safety
requirements.

Def Stan 00-56 Def Stan 00-56 requires a Safety Compliance Assessment to be conducted during designiin
order to show compliance with system safety requirements'”.

Def Stans 00-55 & 00-54 Def Stan 00-55 requires that requirements traceability be maintained throughout the
development. The software requirements should be checked to be sdf-consistent and unambiguous. The use of
structured design methods, and formal methods for specification and design, isrequired for the highest SILs. The
specification must be vaidated using forma arguments or executable prototyping, with detailed requirements
and guidance given. Factors such as Size and complexity must be taken into account in the software design, and
detailed guidanceis given various factors such as fault-tolerance. For the highest SILs, the software design must
be syntax and type-checked using an appropriate tool. For such SILs, the internd consistency of each
development process output and refinement from the previous output must be verified formally, and
performance modelling conducted. The proof obligations, forma arguments and performance modelling must be
reviewed for correctness and completeness by the V&V Team. Any anomay discovered must be corrected or
justified, and the possibility of smilar anomalies considered. Detailed requirements and guidance concerning

development of the software design are given™™®.

In Def Stan 00-54, the rigour of application of design assurance techniques is SIL-dependent. The hardware
requirement is checked to be self-cons stent, unambiguous and complete, with development proceeding only

173

17 STANAG 4404 section 6.6 p6, section 7.5 p7
175 part 1 section 4.4.5 p8, section 7.3.3 p26, section 7.5 pp31-33
176 00-55 part 1 section 26.2 p18; sections 32.2-32.5 pp22-25; section 33 p26; sections 34-36 pp26-30

29



A 3Urvey or lnternational Sarety Janaaras

when issuesin this respect have been resolved. A forma specification language must be used to specify the
design, and judtified in the Safety Programme Plan. Tools used must be selected according to the criteriafor
NDIs (see Section 5.8). The specification must be checked to be consistent and unambiguous using anaytic
means, and must be shown to satisfy the safety requirements. Correspondence between the specification and
design must be demonstrated by analytic means. Traceshility of implementation to requirement must be
maintained throughout the development, and a representative set of simulation results obtained at al stages of
development. Simulation and physical test coverage should be as specified in the Safety Programme Plan. Any
anomaly discovered must be corrected or justified"”.

ARP The avionics standards provide design assurance through a mixture of validation and verification
processes performed throughout development. Validation is the process of assuring that the identified
requirements are sufficiently correct and complete'”® while verification determines whether each level of
implementation meets its specified requirements™™.

ARPA4754 gives detailed guidance on the vaidation of requirements, with checklists given for correctness,
completeness and various assumptions concerning the environment, interfaces, reliability of components,
production, ingtalation and maintenance. It is assumed that validation occurs throughout the devel opment
lifecycle™™. Vaidation technicues include tracesbility, analysis, testing, and comparison with similar systemsin

service. The Development Assurance Leve of the function determines the level of vaidation of a function™.

Detailed guidance on the verification that each level of the implementation meets its requirementsis aso given.
Verification methods include inspection, reviews, analys's, testing and comparison with smilar syslemsin
sarvice. The Development Assurance Level of the systemn or item determines the level of verification activities.

DO-178B DO-178B gives genera guidance on design assurance. For low Software Levels some activities need
not be satisfied, whereas for high Software Levels some activities should be satisfied with independent review.
High-level requirements should comply with system requirements. The requirements and software architecture
should be tracesble, verifiable and consistent. Derived requirements should be defined and analysed for
consigtency with high-level requirements. Control flow and data flow should be monitored. Some software
verification activities are aso relevant to design assurance. In particular, reviews of the integration process are
conducted and tests for software/hardware integration are defined™®.

IEC 61508 |EC 61508 defines requirements for both vaidation and verification.

Vadlidation activities are conducted in accordance with vaidation plans for the software, computer system and
overal system to ensure that safety functions meet their requirements (see Section 4.3).

Verification of the computer hardware design is conducted according to Part 2 to ensure that derived computer
system safety requirements satisfy the alocated system safety requirements. Consistency and compl eteness of
the architecture design is verified, dong with satisfaction of the safety requirements. Techniques for verification
and validation are recommended, particularly testing, with stronger recommendations made for higher safety
integrity levels'®,

While Part 3 defines requirements for software assurance, some design verification activities are performed,
including programmable electronics integration and software system testing (validation)*®*. Testing techniques
are recommended depending on the safety integrity level.
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55 SoftwareAssurance

Def(Aust) 5679 Once a software component has been designed and implemented, implementation assurance is
conducted. It must be shown that:

the programming language is of ahigh levd, preferably a safe subset;

andysis of program control flow, information flow and data use has been conducted;

the specification of the code is sufficiently formal;

verification of the code againg CSRsis sufficiently formd; and

the code has been tested against expected behaviour according to suitable coverage criteria®

according to the SIL required of each CSR.

MIL-STD-882C MIL-STD-882C contains no specific software implementation assurance requirements,
athough Task 401 requires safety verification procedures to be conducted. Testing is mentioned as apossible
method.

STANAG STANAG 4404 requires the use of static and dynamic analysis and debugging tools to provide
software assurance™®. Test coverage should be as complete as possible, and must consider input failure modes,
input datarates, boundary testing, regression testing, operator interface testing and stress testing under peak
loading conditions™®’.

Analyss Task 3 of STANAG 4452 requires the andysis of program code and its interfaces to the system for
faults that could contribute to hazards. Some suggestions as to appropriate subtasks are made, and appropriate
techniques are mentioned in the gppendix. Andysis Task 8 requires planning and implementation of safety
testing of the software. The software must respond correctly to failures and overload conditions and performs no
extraneous functions.

Def Stan 00-56 Def Stan 00-56 requires that atest program for safety features be implemented™®. For
particular Safety Integrity Levels, static and dynamic analysis techniques and independent testing are
recommended™®. Further software assurance is conducted in accordance with Def Stan 00-55.

Def Stans 00-55 & 00-54 Def Stan 00-55 requires the planning for verification and validation to include
acceptance criteriafor each item of software. Required verification methods include stetic andysis (such as
control flow andlysis, language subset anadlys's, complexity anaysis, semantic analysis and information flow
anayss) and dynamic testing. Formal verification of correctnessis required for the highest SILs. The Static
andysisand formal verification must be conducted or reviewed by the V&V team. For the highest SILs, object
code must be verified by static analysis, formal proof, the use of aformaly verified compiler, or testing. Any
anomaly discovered must be corrected or justified, and the possibility of similar anomalies considered™®.

Def Stan 00-55 gives detailed requirements and guidance on testing. Before testing, the test scope must be
documented in the Software Verification and Vdidation Plan. The V&V Team must review the test
specification. Tests must be conducted under configuration control. Discrepancies between expected and actua
outputs must be justified. Test coverage criteriaare given for the highest SILs. Integration and system tests
should aso be conducted. In particular, system tests should be designed from the software requirements and
specification, and tests at the extremes of performance requirements should be conducted. The customer must
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perform acceptance testing prior to acceptance™”.
ARP Software assurance lies outside the scope of the ARP standards.

DO-178B DO-178B details guidelines for software verification. For low Software Levels some activities need
not be satisfied, whereas for high Software Levels some activities should be satisfied with independent review.
The standard recommends that high-leve requirements should be shown to satisfy the system requirements, low-
leve requirements should be shown to satisfy the high-level requirements and the system architecture generate
high-level software requirements. All requirements should be shown to be correct, complete and unambiguous.
The software architecture should be shown to be compatible with high-level requirements and the target
computer. The source code should comply with low-level requirements. The source code should be checked for
correctness, with issues mentioned including stack usage, data corruption and exception handling. The
integration process should be reviewed and analysed for completeness and correctness'®.

DO-178B places much emphasis on software testing, with detailed guidance given. Testing of requirements
should include both norma and abnorma range test cases. Testing should cover hardware/software integration,
software integration and low-level testing. Test coverage andysis should be performed to provide assurance that
adequate testing has been conducted, with dead code removed. The use of formal methods is not mandated, but
is suggested as a software verification method complementary to testing'®.

IEC 61508 Part 3 defines requirements for software assurance. Verification activities are planned during
development, and consider whether or not the software architecture fulfils the software safety requirements; the
software system design satifies the software architecture; the module design fulfils the software system design;
and the code conforms to module design***. Designs and requirements are checked for feasibility, testability,
readability and safe modification, and are verified with respect to appropriate test specifications. Data are o
verified. A number of generic verification techniques is nominated with recommendations for use dependent on
the safety integrity level. Formal proof is highly recommended for the highest leve of integrity.

Testing is performed at a number of levels, including module, software integration, programmable el ectronics
integration and software system testing (vaidation)™. Testing techniques are recommended depending on the
safety integrity level.

Hardware Asurance

Def(Aust) 5679 Non-custom hardware components need to be analysed for safety. Design of custom hardware
components must be expressed using awell-known hardware description language and supported by the use of a
reliable computer-aided design (CAD) tool .

Hardware design must be formdly verified if the SIL requires. In addition, hardware must be tested and gtatic
timing analysis applied™”’. However, thereis no physical reliability assessment for hardware.

MIL-STD-882C MIL-STD-882C contains no specific hardware implementation assurance requirements,
athough Task 401 requires safety verification procedures to be conducted. Testing is mentioned as apossible
method.

STANAG Hardware assurance is outside the scope of STANAG 4404. Analysis Task 2 of STANAG 4452
requires hardware analyses to be conducted, but no details are given.

Def Stan 00-56 Def Stan 00-56 recommends the use of static analysis techniques, independent testing and
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computer smulation of hardware components for particular Safety Integrity Levels'®. Further hardware
assurance is conducted in accordance with Def Stan 00-54.

Def Stan 00-55 & 00-54 In Def Stan 00-54, design andysis, smulation and physica testing activities must be
conducted, with the chosen method (including use of CAD tools) and extent of cover judtified in the Sefety
Programme Plan. Components susceptible to random failures must be analysed using Failure Modes Effects
Criticality Analysis and Fault Tree Analysis. Tracesbility of implementation to requirement must be maintained
throughout the development, and a representative set of simulation results obtained at all stages of development.
Simulation and physical test coverage should be as specified in the Safety Programme Plan. Any anomaly
discovered must be corrected or justified™®.

ARP Hardware assurance lies outside the scope of the ARP standards.

DO-178B Hardware assurance lies outside the scope of DO-178B. However, a standard is being drafted by
RTCA to recommend verification measures to show that the hardware implementation meets the required
Development Assurance Levels"™®. Random hardware failures are currently considered in the system safety
assessment process.

IEC 61508 Part 2 defines requirements for hardware assurance with attention focussing on random hardware
falures. Probabilities of random hardware failure are calculated, taking into account the architecture of the
system, including any common cause failures. These are used to determineif the target safety integrity levels
have been met, with techniques suggested including fault tree andlysis. Detailed guidance is given on diagnostic
tests, including integration tests, that may be conducted for both random (Annex A of Part 2) and systematic
(Annex B of Part 2) failures.

Detailed guidance is given on maximum safety integrity levels that may be claimed, depending on architecture,
fault tolerance and diagnostic coverage. A quantitative andysisis always required for the highest level of

integrity.
Human Factors

Def(Aust) 5679 Def(Aust) 5679 condders the human operators of the system to be part of the system, and
stresses the importance of adequate training, the definition of standard and emergency procedures, and human
factors analysisin the design and implementation of the system. In particular, some constraints relating to
human-computer interaction are given. Safety Integrity Levels are defined for operator procedures in the same
way asfor other components. Assurance of compliance at the implementation level is provided by the level of
operator skill and training™.

MIL-STD-882C MIL-STD-882C advocates the use of procedures and training, with aforma proficiency
certification process to be agreed between the Developer and the Customer, in cases where hazards cannot be
adequately reduced through design selection or the use of safety and warning devices™.

In the Subsystem Hazard Analysis (Task 204), humans are considered as components. Task 205 requires the
consderation of human errorsin System Hazard Andlysis. In addition, Task 206 requires an Operating and
Support Hazard Analysis, which includes hazard analysis for human operationa procedures. Thisinvolves the
identification of potential hazards and the implementation of actions or procedures to eiminate or reduce them,
including use of safety and warning devices and operator training. This hazard analysis should be performed for
system ingtdlation, commissioning and decommissioning aswell as normal operation.

STANAG STANAG 4404 provides some guidelines on human factors. Identification of itemsused in
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smulations should be clear. Software control of critica functions should have feedback mechanisms which
indicate the function’s occurrence™®. User interfaces must be designed so that the operator may abort execution
of the software with a single action, and have the system revert to a safe state. Two or more unique operator
actions are required to initiate a potentialy hazardous sequence of functions. Safety-critical operator displays
must be concise and unambiguous. Software must provide the operator with feedback on entries made, and
provide status reports on action taken on entries. Signals are required to aert the operator to unsafe situations™.

Analysis Task 2 of STANAG 4452 requires the preparation of user and operator manuas. Anaysis Task 5
requires the developer to conduct a user-interface hazard analysis, relating the results of other hazard andysesto
operator functions and displays. Potentia operator errors must be analysed, operator manuals reviewed, and
safety controls or warning devices implemented where gppropriate. Detailed guidelines are given in the

appendix.

Def Stan 00-56 Def Stan 00-56 advocates the use of training and operating procedures in risk reduction. Risk
assessment requires the apportionment of failure rates to operators. These failure rates should be based on
experience of similar tasks performed in similar situations™.

Def Stans 00-55 & 00-54 Def Stan 00-55 requires the production of user manuals’®. Def Stan 00-54 provides
no guidance on human factors.

ARP Human factors receive limited attention in the ARP standards, athough any assumptions generated about

operational use are recommended for vaidation®”.

DO-178B Human factors are outside the scope of DO-178B.

IEC 61508 |EC 61508 suggests the specification of procedures for the training of operations staff; the training
of staff in diagnosing and repairing faults and in systems testing; and the retraining of staff at periodic
interval . Human factors should be considered in the hazard analysis and design®®.

Non Devdopment Items

Def(Aust) 5679 Def(Aust) 5679 provides requirements and guidance for both Non Development Systems and
Non-Devel opment components™™®.

Non development components require full design and implementation assurance to be assigned aSIL of S; or
higher. Components devel oped in accordance with other safety standards may be assigned alevel upto S; if the
Auditor approves and evidenceis provided that component specifications meet the derived component safety
requirements. Otherwise, components may only be rated S,.

Non-development systems must be developed to a safety standard. The processes of Def(Aust) 5679 mugt till be
followed asfar asis possible, including production of the Safety Case. However there is more room for
discretion by the Auditor and Evauator.

MIL-STD-882C MIL-STD-882C notes the difficulties presented by NDIS™. It recommends tailoring the safety
program to incorporate management and assessment only for small NDIs through Tasks 101 and 301. For larger
NDIs, aplan is recommended (Task 102), dong with a safety working group (Task 105) and safety
requirements/criteriaanadysis (Task 203). General congideration is given to the assessment of any documentation
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or operationd evidence and to performing additiona hazard analyses as necessary.

STANAG Anayss Task 8 of STANAG 4452 requires that commercia or government-furnished software be
andysed and tested unless specifically excluded by the Managing Activity.

Def Stan 00-56 Def Stan 00-56 requires the production of a Safety Case for NDIs?*2. Detailed guidance on the
retrogpective gpplication of the stlandard isgivenin Annex D of part 2. In particular, a Safety Programme Plan, a
Project Quadlity Plan, a Project Configuration Management Plan and a Hazard Log should be established.
Existing safety analysisinformation, including service histories, should be examined for deficiencies, and
augmented where necessary by hazard analyses, a System Criteria Definition, risk estimation, and a Safety
Compliance Assessment.

Def Stans 00-55 & 00-54 |n Def Stan 00-55, the use of previoudy developed softwarein anew or modified
system must be shown not to adversdly affect the safety of the new system. Reverse engineering, verification and
validation activities are required for any software not produced according to the standard; thisislikely to require
access to source code. The extent of reverse engineering may be reduced if other assurance activities have been
conducted or the in-service history of the software is sufficiently reliable, and detailed guidanceis given on this
matter. In particular, quantified error rates and failure probabilities for the software may be taken into account®>,

Def Stan 00-54 notes the widespread use of NDIsin hardware development. An NDI may only be used if
evidence of itsintegrity can be gathered from the process used in its design and production, its source of supply,
and its service history. The argument used is qualitative. The NDI must have been supplied with a
comprehensive specification. Safety analysisis required to show that theitem is not used outside the limits
documented in the specification. Evidence is required of comprehensive testing that the item operatesin
accordance with its specification. Any faults attributed to the NDI must be recorded in the Safety Records Log,
together with measures taken to prevent further occurrence of the fault. Any modificationsto NDIs must be
made in accordance with the standard. The configurations of all NDIs must be recorded™.

ARP ARP4754 considers NDIsin relation to the modification of aircraft®®. In particular, the problems of
dtering alegacy system and integrating a system with a different aircraft type are examined. In generd, the
certification data necessary to support the safety assessment are required. Credit may be sought for previous
assurance activities if the system or aircraft is traceable to the certification data. Otherwise, the applicant should
identify and substantiate the assumptions necessary to support the assessment. If it is unavailable, certification
data may be generated by reverse engineering or from an anadysis of the service history.

DO-178B DO-178B discusses use of exigting softwarein new aircraft and software whose data does not satisfy
the guiddlines of the standard®®. Certification data should be reviewed and upgraded to determine satisfaction of
the safety assessment and verification activities. Reverse engineering may be employed if data are not available.
The service history may be used provided the configuration can be identified and an analysis confirming
relevance of the service history can be provided. Some estimate of the software reliability is aso required based
on length of service period and records of operationa errors.

IEC 61508 |EC 61508 requiresthat, if standard or previoudy used components are to be used, they shal be
clearly identified and the suitability justified®’. Justification may be derived from operation in asimilar
application or subjection to the same verification and validation procedures. The constraints of the previous
environment(s) should aso be evauated.
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