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Introduction

Human error is known to be responsible for appretéty 80% of all system failures within industriesch as
aviation, power generation, and mining (Hollnad€193). Many of these errors can be traced backeaaléesign of
the human-computer or human-machine system. Fomgea the London Ambulance Service installed a new
computerised dispatch system in 1992 resultingeirgthy delays in the dispatch of ambulances to gemeies
(Finklestein & Dowell, 1996). A number of the esowrere caused by a slow human-computer interfasghinh
exception messages were not prioritised, queuedlestroff the screen with no means of retrieval auglicated
calls were not identified. In order to overcomesthaypes of design problems, a range of technigags been
developed to analyse the potential for human estthin safety-critical systems, and to examine tbasequences
of errors for the system as a whole.

It is interesting to compare the types of technigiat are used for analysing human error, withhtweard analysis
techniques that are used for the design and ei@uaf hardware and software. International systeafety

standards — such as in the defence, railways, aodegs industries — mandate or highly recommenchdbr
(mathematical) modelling of safety-critical aspecofshardware and software functionality (Commonweadf

Australia, 1998; European Committee for Electrotechl Standardization, 1995; International Eleobinical

Commisson, 1997). Formal models are used for safetyrance with software and hardware systemsusedhey
are precise, systematic, reproducible and auditable

By contrast, the techniques currently used for imgeand analysing the safety of Human-Computderfiace
(HCI) designs, and operator error rates, are indbr@ne of the most commonly used methods for gafealysis is
Failure-Modes and Effects Analysis (FMEA). Two exdes are SHERPA (Systematic Human Error Reductiwh a
Prediction Approach) and THERP (Technique for Hurkaror Rate Prediction: Kirwan, 1994). In such aviHA,
the designer inspects components of the systemidemdifies possible human failure modes and thetemptial
effects using a “checklist” of common human faitmedes (Hussey, 1998). These approaches requinkjacs
matter expert to estimate the likelihood of differéypes of errors occurring. Such judgements aeguiently
difficult to make, and are inherently subjectivenfiirical data regarding the frequency of differgmtes of errors is
often not available, or is difficult to collect, piaularly for systems that are under development.

There are a number of reasons why formal modelsatreurrently used for modelling the performanééw@man
operators within safety-critical systems. Theséuide:

« difficulty formally modelling the interaction betwa operators and the computer;
« lack of understanding of the psychological procgsssponsible for operator error;

* inability to formally specify the antecedent coiwatlis that trigger those processes, and to estitate
resulting likelihood of errors; and

« lack of precise methods for determining system dis& to operator errors.
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The aim of the current paper is to describe th&t Stages of the development of a new methodolog\sdfety
assurance. This method includes a formal modepefaior performance, and incorporates this modelarformal
model of the computer system. The method is dedigaebe used as a risk analysis tool, allowing uker to
estimate the probability of operator errors undiéieient operational scenarios, and evaluate tliecebf those
errors on the performance of the system as a whole.

The Safe HCI M ethodology
The safety assurance methodology involves theiatig steps:

1. Definition of system concept and scope. Thigmlives identifying the functions that the human-poner
system performs, the range of conditions (“operaigrofiles”) that it operates under, and possgystem
hazards.

2. Modelling of the safety-critical aspects of gystem. This involves:

a) A system risk model, to categorise system railmodes and identify the mechanisms that give tase
system failures and safety hazards and mishaps.

b) Cognitive models of human error. These modddstify the characteristics of the system’s opereti
profile and HCI that enhance the likelihood of erro

c) A model of human-computer interaction that npavates the cognitive models of human error within
formal specification of the human-computer systa@ims model identifies the protective features & th
HCI and ways of detecting whether interactionsdiverging from safe operation of the system.

3. A series of experiments to collect data foilzating the risk model and fine-tuning the cogrdtmodels, by
varying the operational profiles and measuringrétes of human error, and rates of system hazards.

4. A series of experiments to validate the moddiumman-computer interaction. This involves usihg models
to (a) predict error rates and system hazards umaew set of operational profiles, and a rangeesé HCI
design configurations, and (b) empirically testihgse hypotheses.

The output of the methodology is a “formula” fodadating system safety risk under varying operaioprofiles,
and recommendations for improving HCI design taucedrisk. One of the key advantages of this typmodel is
that it allows the analyst to simulate the perfanoeof a system under a wide range of differentatjmnal profiles,
and design configurations. Given the large varddtypotential conditions that any moderately compggtem can
operate under, it is generally not possible to eicglly evaluate the performance of the system uafleconditions.
Simulation, therefore, provides a powerful and @d&ctive tool for risk analysis.

A prototype of this methodology has been develogtetihe University of Queensland, using a highlypified air
traffic control task. In the following sections, \Weistrate the cognitive model that was develofmdhis task, show
how this model can be used to analyse the safegrtia stemming from operator error within this eyst

An ATC Case Study
The ATC system

The ATC task that we are using in this researclgam runs on a personal computer, and is simplifieithe point
that naive participants can learn to perform trek taith an adequate level of proficiency withinvaot hour

experimental period. The task involves routing raiftcthrough a series of waypoints, and detectimg) preventing
conflicts by controlling the speed of the aircrdfte aircraft fly on a small number of fixed routesstraight lines in
two dimensions, and the HCI functionality is veimple. Altitude is not represented in this taskd garticipants do
not have control over the route of the aircraftrtiegants have to ensure that no aircraft evetat#o separation
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standards. A five nautical mile separation standanagsed in this task. Participants are informeat their primary

goal is to ensure that no aircraft pass within finaitical miles of each other. In reality, air fiaicontrollers are

concerned with the orderliness and efficiency affic flow, as well as safety. We do not considerse outcomes in
the current analysis.

A formal model of this human-computer system hasnbdeveloped, representing the key functions that a
performed by the system as a whole, the stateshtbatystem can enter, the nature of the human-genjnterface,
and the mechanisms by which the operator interaits the system (see Hussey, Leadbetter, Lindsagl &
Humphreys, 2000).

The Cognitive Model

A simplified version of the cognitive model is showelow in Figure 1. Operator performance is medebhs a
cyclic process, involving scanning for potentiahflicts between aircraft, projecting potential darts forward in
time to assess whether there will be a violatiosegaration, prioritising potential conflicts, madia decision, and
performing the intended action.

/ Scannin \
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Confh_c_t Prioritisation
L recognition

Decision
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Figure 1: The ATC cognitive model.

The scanning function involves two sub-processesnitoring and conflict recognition. The participanare
assumed to monitor the aircraft within their sedigrconsidering the attributes of pairs of aircratiese attributes
can include the position, speed, and route of eithédoth aircraft. These attributes can cue conficognition in
two ways: (1) by retrieving matching examples fraramory, and (2) using rules or algorithms. Our ipigents,
therefore, may recognise a conflict because itméses previously seen conflicts, or because the lieveloped a
set of rules that allow them to calculate whethpaia of aircraft will conflict.

If a potential conflict is recognized, then the tdpant may either project the event forward imei or proceed
direct to prioritisation. A potential conflict mube projected forward if the participant is unsutteen the potential
conflict will occur, or if the participant is unsumas to whether the potential conflict is simplyalse alarm. By
mentally projecting the event forward in time, frerticipant is able to provide a more accurataregé as to when
and where the conflict may occur. However, if tlagticipant knows when and where the conflict witar, or the
event requires immediate action, the participaateeds directly to prioritisation.

The prioritisation function assigns a priority teetconflict based on the time that is availablepi@ventative action
to be taken. The participant is then assumed tievet other current conflicts from short term meyaend to
compare the priority of the currently attended Gonfvith the priorities of other conflicts. If theurrently attended
conflict has the highest priority, they continuetihe decision process, otherwise they return torsog in order to
pick up the higher priority event.
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There are two potential outcomes of the decisiartgss: a decision is taken to change the speedeobbthe
aircraft immediately to prevent the conflict, oettlecision is deferred until a later time. If trecidion is deferred,
then the participant returns to scanning. If theiglen is taken, then the participant proceedsetdopm the action.
The actions are then taken through the HMI, andérécipant returns to scanning.

The Error Model

The cognitive model provides a systematic basi®f@uating the potential operator errors withiis gimplified air
traffic control task. Each component within the mbd examined to assess the types of failure meitigisare
possible. Some of the failure modes associatedtivitbe components are shown in Figure 2, below.

Conflict mis-projected
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Decision
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. . . recognition
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Conflict mis-prioritised Wrong decision taken
Prior conflict forgotten Decision incorrectly deferred

Figure 2: Potential failure modes for each component of the cognitive model.

The principle types of errors associated with mwimg are likely to be a failure to monitor airdrafiat are in
potential conflict, and a failure to encode theiladtes of the aircraft correctly. These typesmbes are known to be
a major problem for novice air traffic controllessho are prone to so-called “tunnel vision”. Tunmigion occurs
when controllers focus on one highly demanding |enob and fail to systematically scan for other pttd
problems. These types of errors may also occur rulese workload conditions, if the participant hasepiously
attended to the aircraft, but not noticed a conflic

Conflict recognition can fail in at least two wayke conflict may not be noticed, or it may be rfassified. These
errors can be caused by failures in monitoring,daut also occur even when the participant is dgtadtiending to
the aircraft in conflict. For example, a participamay attend to two aircraft that are in potentiahflict, but he or
she may have seen a number of examples of aiiarafiilar circumstances that were not in conflictthis case,
the prior examples in memory may cause the paaitipp misclassify the event as a “near miss”.

The principle error associated with projection is4estimation. If a participant projects a pairagftraft forward in
time, they may estimate the separation betweemitbceaft incorrectly, or they may estimate the tietewhich the
aircraft pass a specific point (eg the point ofimumm separation) incorrectly.

Participants can make errors in prioritisation bgigning the wrong priority to the currently attedcconflict, or by
failing to retrieve one or more of the other cutreonflicts that are stored in short term memotye Tesult of this is
that the participant either continues to work oa tlirrent conflict, when there is a more urgentfladirthat needs
attending to, or the participant switches to anotlomflict which should have lower priority.
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The major errors associated with the later stagegheomodel include taking the wrong decision (etgsting the
wrong speed), incorrectly deferring the decisiog fEcause the estimated time until separation otated is
incorrect), and incorrectly performing the actieg py selecting the wrong aircraft with the mouse).

Having defined the major types of errors that #ely to affect each component of the model, thet rstep is to
empirically estimate the frequency of these errarg] to identify the major factors that modify ghebability of
error. The frequency of each error type can banestid empirically using standard experimental tephes. For
example, the baseline error rate for conflict idferation can be assessed by asking participantettorm a conflict
identification task. This involves asking partiaips to indicate when they recognise a conflict bgsping a
response key as soon as possible. Similarly, ttseline error rate for projection can be estimatgdglving

participants specific problems, and asking themraject forward.

These experimental studies can also be used torieailyi estimate the effects of external factorsesror rates.
Examples of external factors that may affect thabpbility of error include:

» Expertise

*  Workload
*  Memory load
* Fatigue

*  HMI design
HCI Redesign

Once developed, the error model can be used teragsically evaluate alternate HCI design optionsirBegrating
the error model into the formal specification oé thuman-computer system, it is possible to identify operator
error modes that pose the greatest hazard to fheoparation of the system, and the operationatlitioms under
which these errors are most likely to occur. Spe¢ifCl designs can then be developed to addrese theblems,
and the redesigns can be run through the modeleXample, our preliminary testing of the ATC taskigests that
conflict recognition represents a significant seuof error for our participants. There are a raofydesign options
that could be developed to address this problenes@tinclude conflict detection probes that autcradyi alert
participants to potential conflicts, and flight prction tools that allow participants to accuratefimate the time at
which aircraft pass specific points. Each desigtioopis evaluated by considering the effect thathibuld have on
each error mode, and re-running the model to sésitnificantly enhances the predicted safetyador the system
(see Figure 3).
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Figure 3: lllustrative example of a risk analysis for alternate HCI designs.
Conclusion

In summary, the current paper has illustrated tlagsnin which a model of operator cognition can kedufor
evaluating the potential for human error within lamtomputer systems. This approach is promisingause it
allows the user to simulate the operation of thetesy as a whole under a wide range of differentlitioms. This
technique can be expanded to incorporate cost madealrder to provide a comprehensive evaluatiothefcost
effectiveness of a range of interventions designezhhance safety. In this manner, it is possibleoimpare the cost
effectiveness of options, such as redesigning tBk ehanging staffing levels, or providing moreitiiag.
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