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Abstract. System of Systems (SoS) are a relatively recemigghenon and present a whole
new set of challenges for systems engineers. Tktemsyelements of an SoS are often
managed and operated in a predominantly indepenaminer, over widely distributed
geographic locations and are subject to evolutigh warious rates of change. The goals of
the SoS itself often change over time. One purpdskis paper is to survey the literature on
requirements management issues that are broughettore as a result of these and other
SoS characteristics. We then explore a vision of libe key artefacts of requirements
engineering might need to evolve, together withrthepporting tools and processes, in order
to better support the development, operation andteraance of SoS’s. The vision is inspired
by the autonomic computing paradigm, in which cotimgusystems are equipped with self-x
capabilities — such as self-configuration and keliting — in order to manage themselves.
Rather than presenting a solution our purpose isetter understand the new requirements
engineering capabilities that will be required &wS.

businesses. Furthermore, the potential offered by
1. INTRODUCTION SoS solutions is opening up research into new
OIapplications in areas such as healthcare (Hata,

hardware  computational and  processin amozakl. et al. 2007, Wickramasinghe,
capabilities have led to systems that were halasani et al. 2007).

previously stand-alone now being connected t@&Requirements management is central to system
each other and becoming increasingly dependemingineering activities, and this applies equally as
on each other. Furthermore, the systems angell to SoS applications. We survey the SoS
increasingly distributed, with system elementditerature and highlight some of the particular
many hundreds, or even thousands, of kilometensquirements management issues that are
remote from each other in many cases. This hasrought to the fore by SoS. SoS characteristics
led, in turn, to the creation of System of Systemshat present particular challenges to requirements
(SoS’s), whereby a number of these distribute@ngineering include emergent properties,
systems grouped together constitute a largeindependent management and/or operation of the
over-arching system. Examples include the USystems that make up an SoS, and a lifecycle
DoD Future Combat System (FCS), spacehat is typically more evolutionary in nature than
exploration missions, medical and healththe traditional standalone-system lifecycle
management services, and air transpor{Simpson and Dagli 2008). It is becoming clear
operations (DiMario 2006; Hata, Kobashi et al.that the traditional human-centric-process
2009; Jamshidi 2009). approach to requirement engineering cannot be a
complete solution for SoS and that new tools and
erocedures will be required, taking better
dvantage of advances in Information and

Background. Recent advances in software an

Given that SoS are a relatively recent
innovation, there are many aspects that requir
further understanding and are the subject o S : ;
significant research. This research is given adde ommunlcgtlons Techr_10|ogy (Keating, Padilla
impetus due to the increasing number, scale arid al. 2008; Lewis, Maris et al. 2009).

cost of SoS projects now being developed irgelf-X Capabilities. We explore a vision of how
defence, space and commercial aviatiorthe key artefacts of requirements engineering



(such as goals, requirements specifications andecides by itself how to improve execution.
as-built/as-operated system specifications) mighinally, self-protection is about the system
need to evolve, along with their supporting toolsdefending itself from malicious attacks from
and processes, in order to best support thexternal entities. Other self-x values, including
development, operation and maintenance of agelf-adaptation and self-organisation, are
So0S. The vision is inspired by the autonomicdiscussed in the literature (Markose 2005;
computing paradigm, in which computing Seebach, Ortmeier et al. 2007).

systems (or requirements specifications, in ou

. : TP f:igure 1 illustrates a model proposed by
case) are equipped with self-x capabilities in Kephart and Chess 2003) which represents an
order to “manage themselves given high-leve‘

objectives from administrators” (Kephart and|mplementation architecture of the elements in
Chess 2003). an autonomic computing system.

Autonomic_computing is a key approach toelement and an autonomic manager. The

gﬁﬂml?ter\f\g;hse;hse slg(r:rzgezi/llr&?chcgc%%e X{?]/e g managed element corresponds to the classical
P y : Yhardware or software configuration item, while

self-x capabilities that Murch believes are mostthe autonomic manager is the part that enables
important for achieving autonomous system

behaviour are self-configuring, self-healing, self-the system element to monitor the external

optimising and self-protecting behaviours Self_environment and its own ‘managed element,
pumising =P g : and execute plans based on their status. The
configuring  abilites enable autonomous

identification and management of Sys,[em_::lutonomlc manager performs the self-x actions

element functional and physical characteristicsthrough execution of policies in_the monitor,
. and phy . .—analyse, plan and execute cycle. The policies and
Self-healing capabilities involve self diagnosis

and repair of detected problems within the o nef of their execution reside in the
P P knowledge component of the autonomic

system. Self_—optlm_lsatlon occurs where thgm anager.
system monitors its own performance an

Each system element consists of a managed
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Figure 1. Autonomic Computing Architecture



(1) In what ways might we imbue SoS with the
ability to accurately capture, within goals and
equirements, evolving SoS needs?

Research Motivation. Whilst there is a very
active research effort into understanding
autonomic computing and autonomous system§
the target applications are predominantly(2) How may we improve means of mapping the
computer and IT systems (Murch 2004; White,goals and requirements to the realised SoS
Hanson et al. 2004; Doyle, Kaminsky et al.implementation?
2005)'. Our motivation here is to _explore theWe return to these questions in later sections of
potential for carrying across ideas from

. . : the paper.
autonomic computing to requirements eng-
ineering for SoS applications. Specifically, weThe remainder of this paper is arranged in the
consider how SoS elements and their associatddllowing manner. In Section 2 we review the
requirement engineering artefacts might bditerature on the different types of SoS that have
equipped with self-x capabilities such as self-been identified, their key characteristics, and the
configuration and self-optimisation, in order to engineering challenges they present. We then go
address key SoS requirements managemeon to present what we perceive as the key
issues. Rather than setting out a solutiortharacteristics of SoS in enabling self-x
however, this paper is concerned withrequirement behaviours. Section 3 summarises
understanding requirements for SoSthe nature of artefacts under different approaches
requirements management, and exploring th& requirements engineering, as background to
capabilities that will be required. later discussion. We then marry our thoughts

Present requirements models in the literature stifrom these two sections in Section 4
rel rimarcill upon human-centric processes ind“Requirements n SoS") and discuss how
y primarily up : P enabling self-x behaviour of goals and
specification of requirements or goals (Kephart

requirements may address some of the current
ar_ld Chess 2003). W_e would agree that 'thre Sos challenges. We then briefly discuss our
still a role for human involvement in specifying

goals in SoS but we suggest that this task aISmtended research and further work in Section 5.

the final section we present our conclusions
needs to become part of the autonomou§rom this paper
behaviour of the SoS. In fact, the human role '

will more so be the provision of global goals for

the SoS. The SoS will treat these global goals as 2. SYSTEM OF SYSTEMS

inputs, analyse them, plan their allocationDefinition of an SoS? The definition of an SoS
amongst elements of the SoS, assess the Si in itself, a matter of some conjecture. Maier
capability to achieve the goals, and monitomoted in 1998 that there was “no widely
achievement of the goals by the SoS. Where thaccepted definition of its meaning” (Maier 1998)
SoS believes it does not have the capability t@nd we would suggest this still holds true today.
meet a goal, it could quite possibly presentA key issue in the discussion relates to how we
necessary goals or requirements to the humatdifferentiate between the definition of a system
operator which identify new SoS elements thagnd the definition of an SoS.

need to be incorporated into the SoS architecturgy, ISO/IEC 15288:2008 Systems and software
to add desired functionality. engineering — System life cycle processes
The self-configuring behaviour is represented bystandard defines a system as:

the ability of the SoS to manage itS OWNggem . combination of interacting elements

requirements and goals, thus reducing th%rganized to achieve one or nore stated
complexity of the workload on the human

- Ur poses.
operator. Furthermore, the ability of the SoS top P _
ensure meaningful utility of its system elementd-urther, the standard then defines each element
illustrates the self-optimising behaviour of theof a system as:
SoS. System Element - member of a set of elements
We see the above approach addressing certaifat constitutes a system.

key issues that exist in engineering of SOSngtes in the standard clarify that a “system
Questions that immediately arise from thegiement can be hardware, software, data,

central issues we consider in this paper are: humans, processes (e.g., processes for providing



service to users), procedures (e.g., operatdhese definitions including the integration of
instructions), facilities, materials, and naturallyconstituent systems and a sense that the
occurring entities (e.g., water, organisms,constituent systems still operate to some extent
minerals), or any combination.” independently, although all should be
We take the ISO/IEC 15288:2008 definitions ofcollaboratlvely working toward SoS goals.

a system and system element as sufficient, ﬁsddmonally, the notion of evolutionary
v

these definitions are very mature and ha ehaviour is included to highlight one of the key

resulted from extensive consideration, both primdn‘ferences from classic systems; namely, that

and during, the preparation of the standard. the .I|fecyc|e s not a smgle pass f[hrough the
engineering process but is more akin to natural

Now we consider SoS definitions from thesystems, where change is an expected

literature. (Jamshidi 2009) presents a number dfehavioural trait. Associated with this
definitions sourced from the literature, includingevolutionary behaviour is the property of
the following: emergence where some SoS behaviours are

“System-of-systems integration is a method tlerived from the combination of the constituent

pursue development, integration, systems, but not attributab'le in a direct sense to
interoperability, and optimization of systems toONe or more of these constituent systems.
enhance performance in future battlefieldThere is also debate surrounding the
scenarios [Pei, 2000]; characteristics that may be associated only with
;oS, as opposed to being associated with any
system. The suggestion here is a taxonomic one,
hereby SoS may be differentiated from other

Systems of systems exist when there is
presence of a majority of the following five
characteristics: operational and manageria

independence, geographic distribution, emerge on-So_S systems t_)y_the 'nCIL.’S'On or exclusion
behavior, and evolutionary developmentOf certain characteristics. (Maier 1998) suggests

[Jamshidi, 2005]; that geographica! location and component
system complexity, are not appropriate
Systems of systems are large-scale concurregtassifiers as they do not meet “the test of being
and distributed systems that are comprised afliscriminating characteristics for distinctly
complex systems [Jamshidi, 2005; Carlock andiifferent design approaches, when the
Fenton, 2001]; appropriate examples are considered.” However

SoSE involves the integration of systems intcPthers, as evidenced in (Jamshidi 2009) do see

systems of systems that ultimately contribute tghese cha.rgcteristics as forming part of a generic
evolution of the social infrastructure [Luskasik, 05 definition.
1998].” The preferred definition that we would propose

Jamshidi then proceeds to offer a furtherdS Of an SoS being:

definition whereby “systems of systems areA networked group of multi-scale SoS elements,
large-scale integrated systems which arevhich exhibit independence and diversity, but
heterogeneous and independently operable oolve together for a set of common goals.

their own, but are networked together for

common goal”(Jamshidi 2009). a\Ne introduce the term ‘SoS Element’ in an

attempt to remove the ambiguity and confusion
In addition, (Sauser and Boardman 2008)hat often occurs through the term system, or
include the term of autonomy. Their definition even constituent system. In cases, where an SoS
of the desired autonomy is related to the So®lement is itself an SoS, a suitable nomenclature
constituent systems having the “ability to makefor each SoS will assist in removing confusion
independent choices”. about which SoS is the subject.

A final definition worth reviewing is that from Furthermore, we choose the use of system-of-
the US DoD who define an SoS as “a set ogystems as opposed to the plurality of systems-
arrangement of systems that results whenf-systems as we suggest that in a practical
independent and useful systems are integratesknse, as opposed to a theoretical sense, there
into a larger system that delivers uniqueremains a boundary to our SoS, even though it is
capabilities” (DoD 2008). made up of very many individual SoS elements.

We see there are a number of common themes imerefore, ultimately there is an overall singular



SoS boundary between the SoS and the extern8bS elements are capable of, and further, do
environment. By multi-scale we acknowledgeoperate independently. So, while the SoS
that an SoS may have certain SoS elements thalements have some joint purpose, they are
do not warrant the ‘large-scale’ definition. capable of separate operation, with individual
However we would suggest that these smallepurpose, if at some point they were no longer
scale SoS elements may be just as relevant apart of the SoS. By way of contrast, Maier does
significant to the SoS because of othemot believe that other proposed characteristics
characteristics, such as complexity orsuch as complexity are suitable for
evolutionary nature etc. For example, andifferentiating between SoS and non-SoS
autonomous Unmanned Aerial Vehicle (UAV), instances. Maier is suggesting that complexity,
in some hypothetical Future Combat SoS, mawhether low or high, is not a discriminating
be viewed as an essential element due to itsharacteristic between SoS and non-SoS
multi-role capabilities but would not necessarilysystems; not that SoS or non-SoS may in fact be
be described, in itself, as a large-scale systencomplex entities. This view is supported by
Certain independent SoS elements maySheard and Mostashari 2009) who propose in
additionally for example, at some point in time,their recent work that “systems-of-systems are
evolve into an SoS within the overall SoS e.goften, but not always, complex systems.”
our previous individual UAV may become However, this view on the relationship between
grouped with other unmanned, autonomousSoS and complexity is questioned by other
systems to form an SoS within the Futureresearch, including (Bjelkemyr, Semere et al.
Combat SoS. Indeed the converse may equall007) where their proposed taxonomy does
occur. Independence and diversity reflect, anduggest SoS and non-SoS may be differentiated
allow for, autonomous behaviour within the SoSby the degree to which the system in question
Explicit in our definition is the notion that the exhibits complexity. Indeed, (Bjelkemyr,
SoS is evolutionary in nature and change iSemere et al. 2007) have, in their work,
expected as a usual element of the SoS lifecyclsuggested that operational and managerial
Finally we allow for the SoS to exist in responseindependence are a subset from the set of
to the achievement of one or more goalscomplex properties that may arbitrarily be
Otherwise, why would the SoS exist? ‘Goal’ exhibited by both SoS and non-SoS. The
and ‘requirement’ are both used within characteristics of operational and managerial
requirements engineering. Our approach is tindependence have been discussed by others in
primarily talk of goals, with ‘requirement’ furthering the characterisation of SoS
viewed as a specialisation of ‘goal’. (DelLaurentis 2008; Keating, Padilla et al. 2008;

So, now in the next section, we turn to reviewingLeW's’ Morris et al. 2008).

the key characteristics that have been identifiethterestingly, operational and managerial
in the SoS definitions. independence have been associated with the SoS
Characteristics of  SoS. The term characteristic of autonomy (Sauser and

‘characteristics’ is used here interchangeabl;ﬁ] %irderrlzgnigo\?v)ﬁicg T;selrS] glrj]zet%;hs Stf]r(]es?eron];
with other terms in the literature, such as P 9 y

‘properties’ (Bjelkemyr, Semere et al. 2007). autono_my, with -its obwou_s '”?ks to the
operational and managerial independence
One characteristic of many SoS'’s is that one ocharacteristics. There are a couple of points
more of their elements are managed and/oworth mentioning in relation to the Sauser et al
operated by different organizations. Forsuggestion of autonomy as an SoS characteristic;
example, (Maier 1998) gives this as one of thehe first explicitly raised by Sauser et al, while
defining characteristics of an So0S. Indeedthe second we suggest based on their work. In
(Maier 1998) asserts that a system withouthe first case, Sauser et al state that “the
operational and managerial independence of itautonomy characteristic might express extremes
elements is not an SoS. Additionally, he claimsof creative disobedience and conformed
that the validity of these two properties is theacquiescence.” This suggests that SoS
definitive classification of a system as an SoSbehaviour, as determined by the autonomy
“no matter the complexity of the subsystems.”characteristic of the SoS, may exist on some
The essence of Maier's operational andcontinuum. (DelLaurentis 2008) supports this
managerial independence is the concept that théewpoint with the autonomy characteristic as



part of a three dimensional taxonomy, where andependent SoS elements, in the sense of
control axis may extend from fully centralized ownership, funding and purpose. Some fielded
(no autonomous behaviour) to fully autonomous.communication systems could be described as
The evolutionary nature of SoS, with the nor]_acknowledged So0S, as centrally coordinated data

coheren changes ithin Sos elements, changfS7 XC5, Fece oncommuiealons
in the SoS environment and unknown order o erv  High yFre uenc ypHi h  Frequenc
these various changes is discussed elsewhere y 9 4 Y: 9 q Y,

(Sauser and Boardman 2008). However, what i tellite). There is a fine line dist'inction
not stated explicitly, but which, as our secon etween acknowledged and collaborative SoS

point, we would suggest, is the relation of ypes. Collaborative SoS are basically the same
autonomy to the evolutionary characteristic.fissn?gf;%\’)\(/leedggg gr?dsin?])é(;gre: EZ?W%ﬂf?ﬁ;ag%nS
Whilst it is desirable that the SoS elements retaielements pHowever the central SoS authorit

the independence attributes of the autonom ' ! y

characteristic, for the SoS is to be meaningful w }lelzlmgcr)\fss Tr?tcg?]?gds?tz gﬁgg;gg)gocg itsh'? iSﬁ?jj
need the SoS elements to exercise thelf : ’ yp

evolutionary behaviour of the SoS is towards its; y ’

nominated purpose. There needs to be som irects the formulation and lifecycle of the SoS

collaborative means by which this balance jgerements.

managed or, if need be, a determination iollaboration within SoS occurs for many

agreed that the SoS element needs to be replacpdrposes and is required in the realisation of
or removed from the So0S. Requirementanany other characteristics. Some of these
engineering (RE) of the SoS may form part ofcharacteristics have already been mentioned,
the solution in addressing the issues raised bwhile others can be found elsewhere in the
these two points, related to the autonomyliterature (Bjelkemyr, Semere et al. 2007; Lewis,
characteristic. Morris et al. 2008; Boxer and Garcia 2009).

Collaboration between SoS elements. We  Engineering of SoS. Some suggest that the
have so far made indirect reference to a key So&ngineering effort to enable collaboration within
characteristic that warrants further discussionSoS may be obtained through employment of
namely collaboration. Collaboration betweenreadily available and classical systems
SoS elements is vitally important if the SoS isengineering approaches. Clark is one proponent
expected to achieve some higher order goals. tf the view that SoS may be managed using
is necessary via collaboration to support SoSprocesses as documented in the SE standards:
element awareness of other SoS elemerEEE1220, EIA/IS-632, 1SO 15288, and the
functionality, expected SoS element physicalguide: ISO TR 19760” without the need for
and logical states, levels of autonomy andadditional processes, specifically for SoS (Clark
impact of emergence on SoS elements. (Maie2009). Others such as Dallal-Shwartz et al. state
1998) proposes a taxonomic grouping of SoS’shat “classical methods address ‘single (stand
into three classifications based on the nature adlone) system’ development and do not include a
how their elements collaborate to set and achieveetwork layered view, and as such, they are
overall SoS goals. These aralirected, ineffective for SoS execution” (Dallal-Shwartz,
collaborative andvirtual. (DoD 2008) added a Rabinowitz et al. 2009).

fourth type:acknowledged. The 4 types will be

explained briefly below. It is worth noting that an engineered SoS not

only comprises physical SoS elements but the
Virtual SoS lack any central purpose and arattendant design artefacts, which may include
generally, at most, informally guided by the Concept of Operations (CONOPS) and °‘As
users. Maier points to the World Wide Web as a8uilt’ specifications. All these artefacts require
virtual SoS example, where there is minimalongoing management by owners.

control and “the purposes the system fulfills are

dynamic and change at the whim of the users."a‘n integral _ facet of classical systems

ngineering which is used to capture and manage
Acknowledge_zd .S’OS have structure at the So unctionality, physical attributes and necessary
level, constituting managerial resource an

onerational  obiectives. as well as  full nterfaces within and between non-SoS system
P ) ' Y elements is requirements engineering. We



believe that in SoS, requirements engineeringa) As an evolving SoS generates new needs,
will continue to play a vital role in enabling the which in turn drive new global goals, what
necessary collaboration but, the implementatiorstructures are required to facilitate collaboration
and realisation of the requirements engineeringf goals and requirements between SoS elements
approach may be quite different. Table 1 listsand, where applicable, central authorities?

the four types of SoS and illustrates the
respective requirements engineering relationshi
we believe exists in each case.

b) What methodologies will enable this
ollaboration to occur in a timely manner, and
additionally, in an optimal manner?

The breakdown of requirements engineerin

characteristics by SoS type is only a first steg
and a number of questions become apparent

we are to determine appropriate requirements
engineering  techniques for SoS, and(d) How may we structure SoS Element-to-SoS
correspondingly when we should use a particulaElement collaboration so that it will inform the

approach. At this point, we remind the reader oS0S of additional functionality required to

two questions posed in the Introductionachieve desired global goals?

regarding implementation of SoS:

c) Which roles may requirements engineering
lay in SoS assessment of extant implementation
apabilities against evolving needs?

(1) In what ways might we imbue SoS with the
ability to accurately capture, within goals and
requirements, evolving SoS needs?

Questions (a) and (b) follow on from question
(1), while questions (c) and (d) relate to question
(2). Before we are able to go any way towards
(2) How may we improve means of mapping theanswering these questions, we need to assess
goals and requirements to the realised So®hat requirements engineering representations
implementation? are already available for consideration. This we
0 in Section 3, after which, we will return to

When we consider these questions in the Conte)éonsider these questions in the Section 4

of Table 1, some further questions arise,

including:

SoS Type RE Relationship

Directed Classical RE methods;
Each SoS element clearly defined by central REaaiiyh
SoS RE evolution controlled and coordinated byrag¢iatuthority;
Central allocation of requirements.

Acknowledged RE performed by SoS central authority;
RE also performed independently by SoS elements;
Infrequent collaboration of RE artefacts.

Collaborative RE performed by SoS elements;
Central authority limited to expression of globalSSgoals;
High levels of RE collaboration;

Virtual No central authority RE input;
SoS element RE informal and irregular, if at all.

Table 1: SoS Type to RE Characteristic

involved, as background to our discussion of
3. REQUIREMENTS REPRESENTATIONS  capability improvements required for SoS.

This section briefly summarises differentTrad.'t'ona]t Textgal .Approatcﬁ.d | The ¢
approaches to requirements engineering and {&QuIrements  engineering - methodoliogy  mos
nature of the key artefacts, tools and processeasssoc'ated with classical systems engineering is



that of text based representations. This approadapture system dynamics such as, for example,
is ubiquitous across many industries and is stilthe range of different reconfigurations possible.
the method used on many projects today tdn an SoS context, there is a combinatorial
capture a customer's desired needs in a&xplosion in the number of different cases that
contractual format. However, even with the useneed to be considered and this also drives the
of data based tools such as CORE and DOOR®geed to investigate better ways of structuring
the limitations of this methodology is being such information. Indeed, there is research
recognized due to increasing complexity inbeing undertaken into improved techniques that
implementation (Alexander and Stevens 2002aim to address the problems associated with
Weber and Weisbrod 2002). This may be due tthese issues, such as scenario to requirements
various factors including the number of systenmapping (Alrajeh, Ray et al. 2007).

elements or sy'stems,'the' number of stakeholdeﬁsne advent of use cases and Scenarios
who may be widely distributed and where thereni

is incomplete definition of operators’ needs at ghlighted another instance of language
piete b . implementation which has generated further
the beginning i.e. the system in question has t

incrementally evolve over time 8onfusiorj at times V\_/ithin t'he fielq of systems
' engineering as mentioned in Section 2; namely
For the reasons identified above and as a resttlie use of ‘goal’ versus ‘requirement’.
of an observed increase in evolutionary rate o
change, due to the rise and rise of computation
Zggrgfccggosn';rzapna:)t;'I'gﬁz’c;[sd;ﬁtgillée);g?assg f study_, especially vv_ith its ability_to assist in
implementations. By the term directly, we mean orm_ulatmg modelling techmqugs of
: . o7 requirements and goals. Two important
that text based semantics may still play som

. pproaches to goal oriented representation of
role pUI we would not expect classmal_ text base equirements engineering are KAOS (Dardenne,
requirements specifications to be sufficient. Th

. an Lamsweerde et al. 1993) and Non-
knowledge management task quickly Overload‘?—'unctional Requirements (NFR) framework

human capabilities, so tools and methods ar
required for structuring the information, and‘a\/lylopoulos, Chung et al. 1999). KAOS

enabling suoport in the understandin ancPresents formal semantics for requirements
9 ppo 9 modelling which are useful in describing many
management of it.

facets of systems, including stakeholders, or
Scenario/Use Cases Approach. Scenarios and agents in the artificial intelligence sense, goals
use cases are further tools that are usednd events. The NFR framework and KAOS
extensively in classical systems engineeringshare some common concepts; namely those of
Furthermore, while initially used independently goals, agents and AND/OR/XOR relationships.
within environments such as requirementHowever, while KAOS is more so concerned
identification workshops, they have morewith the investigation of design possibilities
recently been incorporated into softwarefrom high level goals, the NFR framework looks
applications, such as the OMG UML (OMG more specifically at the non-functional
Cited 2010) and SySML (OMG Cited 2010). requirements and goals. (Letier 2001), who
They assist in providing pictorial views of how employs KAOS in his work, suggests that the
systems are used by various stakeholders, amgbal oriented approach to requirements
the sequence of events within the operation of angineering is appropriate as goals “are well
system. (Alexander and Stevens 2002) havsuited to support the exploration of alternative
raised what may be a limiting issue wherebydesigns involving multiple agents and the
“when there are many use cases, fitting thenmandling of agent misbehaviours.” Furthermore,
together is a serious problem.”  Varioushe recognises that “the introduction of a new
scenarios may be created from the combinatioagent arises from the need to fulfil some
and permutation of the many use cases. system-wide goals.” Therefore, although an SoS
was not under consideration here, the goal

The discussion above does not imply that USBriented approach seems to offer promise in SoS
cases and scenarios have reached some “usecf- PP P

by” date. They may always have a place inappllcatlons.
illustrating some of the ways the SoS mayUML and SySML (OMG Cited 2010; OMG
operate, but on their own they do not adequatelZited 2010) are two modelling tools that have

Moddling Techniques. Goal-oriented
equirements analysis has become a rich source



found extensive use, in the first instance withinare instances of a second Core Requirements
the software domain, and then broader us&leta-model. Finally these intermediate models
within the larger systems engineering domainare combined into a global requirements model.
They provide the practitioner with object Similarly, (Goknil, Kurtev et al. 2008) propose a
oriented visual representations of a systemmeta-model of the SySML tool with mapping to
through the use of diagrams. The types o Core Requirements Meta-model which
diagram available include behaviour, structure;contains common concepts identified in
activity, use case and block — all representingxisting requirements modelling approaches.”
different views in an attempt to elicit greaterThese “existing requirements modelling
understanding for system stakeholders andpproaches” include goal oriented and of course
designers. However, UML and SySML haveSySML.

weaknesses for use in requirements engineeri
including, weak support for diagram
connectivity, weak support for allocation

hierarchy and, weak mathematical foundation%ad to relationships between elements of a

(Fogarty and Austin 2009). system being allowed to deviate from a true
Use of Meta-Models. In addition to the work representation of the desired system. This is
on KAOS and the NFR framework, there hasrecognised and mathematical foundations are
been very active research in the application obffered as a possible solution (Fogarty and
meta-modelling for requirements engineeringAustin 2009).

(Navarro, Mocholi et al. 2006; Brottier, Baudry

et al. 2.007.; Goknil, Kurt'ev et al. 2008). |\/Ieta-upon current uses of mathematical treatments
modelling is useful as it allows us to capture “formal methods”)  within  requirements

core goal concepts and relationships. The go Ingineering research. Logical mathematical

F;::}?{Py?r?el olasl atxg]i;z!g o(rzor(]:?\t;l:;[:?gristitg)s/ treatment or modelling is of benefit as it assists
9 9 ’ 'in ordering relationships in a structured, precise

together with any attributes associated with thesgnd non-ambiguous manner. This is in contrast

artefacts, and the relationships between artefac e .
(Goknil, Kurtev et al. 2008) for example,tﬁj natural language usage, as typified within

classical requirements specifications, where
construct a  core metamodel  where

‘Requirement’, ‘Stakeholder’ and ‘Relationshi - concepts are often defined in terms of each
areqsome of :[he artefacts. The 'Re uiremeE)mother, in a circular manner. A presented analogy

R R quire , IS the dictionary where “words are always
artefact has ‘ID’, ‘Name’, ‘Description’,

‘Priority’, ‘Reason’ and ‘Status’ as attributes, defined in terms of other words, which can lead

and has a relationship to the ‘Stakeholder’to definitions directly or indirectly referring blac

artefact of one to many. Furthermore, meta-to themselves.” (Dickerson 2008)

models may be “tailored according to theWithin the context of requirements engineering,
specific needs of expressiveness.” (Navarroset-theoretic and logical semantics are used to
Mocholi et al. 2006). This, in turn, enablesdefine rules and structure between requirement
multiple models to be generated from a singlgelationships and attributes. Typical expressions
meta-model for different customizations oruse first order logics, semi-lattices to order sets
instances. of requirements and event calculus, which is

A common theme in the literature is theparticularly useful in capturing temporal impacts

. . . . .~ of discrete events. Precise semantics are a pre-
incorporation of other requirements engineerin

techniques in the creation of meta-models, i%reqwsne for tool support.

attempts to address shortfalls which otherwisén this section we have briefly discussed some of
exist in these other techniques. So, we sethe different representation approaches to
(Brottier, Baudry et al. 2007) suggest a multi-requirements engineering. We will now bring
part process where firstly, two textual together some of the relevant points we have
specifications are parsed into specificationraised in this and the previous section, with the
models, which are instances of an Inputaim of suggesting possible avenues of interest
Language Meta-model. Secondly, these discreteegarding requirements engineering of SoS.
specification models undergo model

transformation into intermediate models, which

n/Qlthough modelling and, more specifically,
meta-modelling is very useful as described
above, it is by definition not reality, and thisnca

Mathematical Treatments. We briefly touch



4. REQUIREMENTSIN SOS In these questions, we are not concerned with the
In Section 2 we identified physical pathway or communications protocol,

Some Concepts. oo .
some questions which highlight some of thealthough these are equally challenging in their

issues  faced in  improving requirementsown right. Our interest lies in considering the
. , : : ossible ways of structuring the goals and
engineering of SOS' In this section we present fgequirementsy information fgr collgboration
preliminary review of those questions in the . . ) '
context of the self-x management model initiaIIyWhat defines or limits the goal and requirement

discussed in the Introduction. This will only be”}forma:'q)n V\\//ve Igiﬁd tto sthareb bgtweer:j StoS

a first step along the path of further studying ouf ﬁmﬁn S I gu ne struc ut;e € dependent on

ideas to formulate solutions to these questions. whether collaboration was between two So0S
elements, as opposed to an SoS element and the

We will first discuss question (1), together with central authority?

the associated questions (a) and (b), which a

"We believe Maier's concept of managerial and
repeated here for reference.

operational independence needs to exist where
Question (1). In what ways might we imbue SoS goal and requirement changes will be detected
with the ability to accurately capture, within and can be managed promptly, and as necessary.
goals and requirements, evolving SoS needs? We noted previously that the concept of

a) As an evolving SoS generates new needgnanagenal and operatlonal' mdependence IS
() g g related to the SoS characteristic of autonomy.

which in turn drive new global goals, whatW t this | h i . "
structures are required to facilitate collaboration € suggest this IS where Sefl-x requirements
gineering capabilities may offer some benefits

of goals and requirements between SoS elemenfd!

and, where applicable, central authorities? to the SoS  issues underlymg the abo_ve
guestions. Autonomy is the essential

(b) What methodologies will enable this characteristic of the autonomic computing model

collaboration to occur in a timely manner, andshown in Figure 1. In Figure 2 below, we apply

additionally, in an optimal manner? the intent of Figure 1 to a proposed ‘autonomic
requirements manager’.

SoS Element
Managerial Independence Operational Independence

Autonomic Requirements Manager

Analyse Plan
Assess requests
Assess models

Plan model reporting actions

Monitor o Execute
pdate own model
Monitor for requests Goal Meta-Model ‘knowledge’ repository
Check for model updates Goal Models Collaborate with other

SoS Elements

Figure 2. Autonomic Requirements Manager



Analyse-Plan-Execute cycle. As depicted in
Figure 2, self-configuration of the air platform
Imagine, if you will, an Unmanned Aerial organisation goals and requirements would occur
System (UAS) with radar and infra-red imagingthrough  operation of the ‘autonomic
capabilities. This UAS is managed and operate¢equirements manager’. Furthermore, we would
by an air platform organisation, and forms partpropose that the contents of the ‘knowledge’
of a border protection SoS. The UAS wouldblock imbues the SoS element with the
conform to our definition of an SoS element, ascharacteristic of self-knowledge. The collection
detailed previously in the paper. Other SoSf goal and requirement models provides a
elements could include a national coordinatiordescription of the SoS element contribution to
centre, which performs the role of an ‘SoSglobal SoS needs.

central authority’ as mentioned in Table 1,
ground patrol personnel within various

We discuss Figure 2 by way of example.

Figure 3 extends the concept introduced in
Figure 2 to a number of SoS elements and

organizations including police, emergency. :
services and customs; health systems for medicmu.s”ates some of the collaboration _exchanges
&vhmh aim to address our posed questions.

checks and maintenance of medical records; and,
sea going systems managed and operated by tfide ability of the SoS to collaborate on such
Navy and Coastguard. issues as goal decomposition and allocation, via
The goals assigned to the UAS may take théhg daelgonct))rr?r?ug SS:r'rélgozgrd Toan?egaﬁi?iﬁnt O;eg|€ al
form of models, where each goal model is Al onfi u’ration %f the SoS. Additionall b%cause
instance of the goal meta-model. More goal§his 9 is sionifi ' Y,

process is significantly performed through

would exist for other components of the airthese model driven engineerina methods. we
platform organisation. These models may be 9 9 '

thought of as the ‘knowledge’ component withinWOUIOI expect new goals to be processed in a

the autonomic models for each SoS eIemenHUiCker tim(_a by th_e S0S, compareo_l to current
The SoS element ‘autonomic requirement ethodologies which rely predominantly on

, : . uman assessment.
manager’ continually performs the Monitor-

Meta-model Collaboration
Goal Model Collaboration

\

i
=

Capability Collaboration

—

SoS Element
Principal
Autonomic Manager

Analyse \
! Kn,

Capability Models
Goal/Capability As7>cialions

Managed Element

Figure 3. SoS Element Collaboration

Plan

owledge Execute

/
/
Communications hclwccry
Managers

Autonomic Requirements Manager,

Analy sc\\J
Know

Goal Meta-Model _
Goal Models 4 Execute

Plan

ledge
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apabilities of an infra-red system on a sea-based

We now turn to discuss question (2), togethe . )
with the associated questions (c) and (d) froméos element may be superior to the UAS infra-

Section 2, which are also repeated here fo,r;'ed capability In our boro_ler protection SO.S'
reference. ence, self-optimising requirements engineering

behaviour may be shown by the choice of SoS
Question (2). How may we improve means of element goal allocation.
mapping the goals and requirements to th

realised SoS implementation? Our discussion in this section is preliminary and

has the purpose only of highlighting how self-x
(c) Which roles may requirements engineeringequirement engineering behaviour may assist in
play in SoS assessment of extant implementatioaddressing certain SoS issues. This paper serves
capabilities against evolving needs? to prompt further questions, and illustrates the
§ffort still to be undertaken. How, for example,
would a non-functional requirement fit into this
self-x requirements engineering paradigm? The
structure of the necessary goal or requirement
meta-model may hold the key, but questions like
If we return to our example, the case may existhis require further consideration. It is worth
where the UAS infra-red capability was notnoting that discussion also highlights other
implemented in the initial fielding of the related issues, such as configuration
equipment.  However, due to increases inmanagement of implemented SoS, that also
nocturnal border incidents, the nationalrequire consideration.  Perhaps, in time, the
coordination centre determines that an infra-redJAS, like all SoS elements, will be a
capability within the SoS is a new goal. Commercial-Off-The-Shelf (COTS) item with
the capability models and autonomic goal

In Figure 3, we show a ‘principal autonomic .

manager and a ‘autonomic requirements'merfaces as part of the baseline purchase, pre-

manager. The ‘principal autonomic m(,img’(_}r,mstalled into the software and hardware. Will
represenfs the core manager described b e see, as with other interfaces, the goal meta-

(Kephart and Chess 2003) in Figure 1, with thdn?del, capability models and autonomic
interfaces to the physical components; in oufhterfaces being  defined  within  agreed
example the hardware and software interfaces dftérnational standards?

the UAS. We suggest the ‘principal autonomic
manager’ contains a library of capability models, 5. FUTURE RESEARCH

as well as goal-to-capability associations. Thesfuture Work. We intend to continue our
associations give a possible insight into howesearch into understanding the requirements
self-assessment by SoS elements may assist tbagineering issues of SoS. This research will
SoS in determining whether an extant capabilityppased around the development of a goal meta-
is available to satisfy some new goal, or whethemodel which enables self-x goal and
new SoS elements or components may beequirement reasoning behaviour. There are
necessary. In our example, the UAS SoSther areas of interest to us which we plan to
element would determine, through research, including supply chain management
communications between the ‘autonomicand configuration management, where we
requirements manager’ and the ‘principalbelieve similar issues and questions to those
autonomic manager’, as well as via collaboratiorraised in SoS, may exist.

with other SoS element ‘principal autonomic
managers’, that its infra-red capability would
meet the SoS goal. The allocated goal model i
the UAS autonomic requirements manager 6. SUMMARY & CONCLUSION
would be associated with the infra-red capability

model in the UAS ‘principal autonomic In this paper we have undertaken some
manager’. preliminary steps in our journey of discovering

Awareness of options within the SoS, for agiven\’\mether SOS can be given self-x requirements

lobal aoal implementation would  allow for engineering capabilities. We introduced the
giobal g plemen autonomic computing architecture and discussed
optimal self-organisation of the SoS. The

its structure. Additionally, we posed a couple of

(d) How may we structure SoS Element-to-So
Element collaboration so that it will inform the
SoS of additional functionality required to
achieve desired global goals?

An example SoS will be chosen to investigate
Malidity of the proposed goal meta-model.



central questions related to the challenges of engineering systems perspective on

goal and requirement engineering within SoS. system of systems methodology." 2007
Following this, we proceeded to give a 1st Annual IEEE Systems Conference
comprehensive review of SoS definitions, 185-191.

highlighting the many existing in the literature.
We have offered our own definition, which
includes a number of terms that we believe add
value to the ongoing discussion. It was noted in
our literature survey that there does not appear,
at this time, to be any internationally recognised
standard for SoS. Brottier, E., B. Baudry, et al. (2007). "Producing
a global requirements model from
multiple requirement specifications."
11th IEEE International Enterprise

Boxer, P. J. and S. Garcia (2009). Enterprise
architecture for complex system-of-
systems contexts 2009 IEEE
International  Systems  Conference
Proceedings, Vancouver, BC.

In our section on characteristics of SoS, we

showed how Maier’s operational and managerial

Characterisio of autonomy. e suggesied that  Distibuted __Obiect ___Compuing
o ' . Conference, Proceeding390-401.

autonomy is, in turn, related to the evolutionary

characteristic of SoS, in as far as autonomou€lark, J. O. (2009)._ System of Systems

behaviour of SoS elements is such that the Engineering and Family of Systems
evolutionary behaviour of the SoS is towards its Engineering From a Standards, V-
nominated goals. This lead to discussion around Model, and Dual-V _Model Perspective
the collaboration classification of SoS. We New York, IEEE.

reviewed the four classification types given inDalIaI-Shwartz, I, G. Rabinowitz, et al. (2009).

th(TI ] Iltci_rature;d '?IreICterﬁ acknowled?eéj, "Fan-out" model and methodology for
collaborative and virtual. en we suggested a "system of systems” developme@009

breakdovv.n. of  requirements engineering IEEE International Systems Conference
characteristic by these fou'r 'S'oS classification Proceedings, Vancouver, BC.

types and, considered our initial SoS goal and
requirements engineering questions in thdardenne, A., A. Van Lamsweerde, et al.
context of this breakdown. (1993). "GOAL-DIRECTED

. . . REQUIREMENTS  ACQUISITION."
After a brief review of some different Science of Computer Programming

requirements representations being presently oV 2.
researched and applied within SoS, particularly 20(_1 2): 3-50. _
the use of model driven engineering approache®elLaurentis, D. A. (2008). "Appropriate

we proceeded to a discussion on how we suggest modeling and analysis for systems of
the use of an autonomic goal management model systems: Case study synopses using a
may enable self-x goal and requirements taxonomy.” 2008 IEEE International

engineering behaviour. We posited how this Conference on System of Systems
behaviour may assist in meeting the SoS Engineering, SOSE 2008

challenges given in our central questions of th%ickerson, C. E. (2008).
paper. However, we demonstrated that there are
further questions and research efforts which
need to be considered on our journey.

"Towards a logical and
scientific ~ foundation for  system
concepts, principles, and terminology."
2008 IEEE International Conference on
System of Systems Engineering, SOSE
2008

DiMario, M. J. (2006). "System of systems
interoperability types and characteristics
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