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Abstract—Recent years have seen an increase in the use
of social media data for various decision-making purposes in
the context of Urban Computing and smart cities, including
management of public parks. Parks are critical natural assets that
promote the health and well-being of urban residents, making it
important that managers consider information about the quantity
and character of park use in location and design decisions.
However, as policy and management decisions rely on more
autonomous methods, a critical concern that arises is the extent
to which such analysis is fair and inclusive. In this article, we
examine the biases that exist in data that are commonly used
for the purpose of quantifying recreational use of urban parks.
More precisely, we demonstrate the biases that exist in different
sources of social media by comparing posts that are shared on
Instagram and Flickr from ten urban parks in Seattle, WA. We
compare the extent to which these platforms differ in terms of
the information they capture about the number of people that
visit the selected locations. We then demonstrate how further
biases may be imposed when leveraging artificial intelligence to
detect the count and demographics of park visitors, by comparing
against an intercept survey of visitors.

I. INTRODUCTION

In recent years Urban Computing [32], [28] has leveraged
the proliferation of location-based social media to offer a fresh
perspective of how cities function. Recent research showing
that social media and other user-generated data sources provide
reliable information about people in urban environments has
caught the attention of practitioners and policy-makers who
aim to make cities more livable and equitable. Practitioners are
especially attracted to social media and other user generated
content (UGC) because they are touted as a cheap and instant
source of data on people in urban environments. However,
there is an (understudied) risk that underlying biases in how
these data are generated or analysed could lead decision-
makers to unknowingly implement inequitable policies.

Location-based social media offer myriad insight into the
social dynamics of cities and interactions that people have
with urban environments [6], [22]. Additionally, these data
often include valuable opinions that can be used to study the
well-being of urban societies, as performed by De Choudhury
et al. [7]. Social media data can be explored to study the social
and economic characteristics of city dwellers [30]. Similarly,
as we have shown in our past research, the images posted
on social media platforms and their geo-tagged locations are

a reliable source of data on the home locations of visitors
to parks and other recreation destinations [31], offering an
understanding of the socio-economic background of these
visitors. As these types of analyses are becoming more popular
and more cost effective than traditional surveys, policy makers
are moving towards more autonomous human-centric sensing
that includes, but is not limited to, social media analyses.
However concerns have also started to arise regarding how
accurately the social media data and analyses portrays the
reality of our cities.

If we are to use social media data for planning and manage-
ment that promotes sustainability and equity of urban cities,
we first need to know who produces this data and what portion
of the population is left out by it. Different social media
platforms are known to attract unique demographic groups
of users. For instance, research has shown that the Insta-
gram and Pinterest user-base has more young females than
males. Instagram appeals more to urban, African-American
and Latina users, whereas Twitter accounts tend to belong to
young, male and urban residents. The majority of Flickr users
are male with a median age of 39[25]. Using multiple sources
of big data has been proposed as a way to help overcome these
biases [29], [9], but with little concrete evidence that it can
work in practice.

In addition to data and population biases, artificial intelli-
gence (AI) algorithms that are used in order to extract features
from datasets could also introduce biases that could further
skew the results [12], [23], [21]. For example, Bolukbasi et al.
has shown that the popular word embedding space, Word2Vec,
encodes societal gender biases [2], and some face recognition
algorithms have been shown to misidentify people of color
and women at high rates [17].

In this paper we study the viability of analyzing social media
data as a means to capture the number and demographics of
visitors to city parks in Seattle, WA. Urban parks offer unique
opportunities for recreation and leisure activities which are
vital to physical, social, and psychological health [11], [16]. In
order to maintain the recreational benefits of parks, managers
rely on information on the amount and character of park
use to answer complicated questions about what services to
provide, how to prioritize maintenance, and where to site new
parks. In this study, we explore the potential for geo-tagged



images that are publicly shared on two social media platforms
to estimate the number and demographic characteristics of
visitors. We ask whether geo-located images shared publicly
on social media can accurately portray visitation and visitor
demographics. Alternatively, are the conclusions drawn from
social media biased in a way that would lead practitioners to
unwittingly perpetuate existing inequalities in the opportunities
and benefits of outdoor recreation to urban residents?

II. BACKGROUND

A. Recreational Studies

The idea that crowd-sourced and ubiquitous data from social
media can provide insights into patterns of park visitation, as
well as the characteristics and behaviors of park visitors, has
been the topic of recent research [13]. Studies have concluded
that counts of park visitors are correlated with the popularity of
the same destinations on social media platforms such as Flickr,
Twitter, and Instagram [8], [27], [29], [10]. Social media
popularity is typically quantified in photo-user-days (PUD), or
the number of unique visitors who post a photograph online
from a particular park on a given day [31]. Related studies have
observed that the home locations of park visitors can also be
inferred from social media, based on the information shared
in users’ public profiles [31], [27], or the locations of other
content that each user shares publicly on the platform [20]. In
this way, the locations of photographs that are shared online
can be a reliable source of data on travel routes of park visitors
across multiple destinations [15]. Additionally, home location
data may be used to infer visitor demographics in order to
understand where parks meet the demand for public spaces in
ways that are fair and equitable. A limited number of studies
have analysed the content of social media in order to map
spatial patterns in recreational activities such as fishing that are
apparent in images [26], [18]. To the best of our knowledge,
however, there are no studies that have estimated visitation
rates or visitor demographics from image content.

B. Demographics Studies Using Social Media

In order to estimate the demographics of the visitors we
require a technique to automatically detect gender, age and
ethnicity. However, due to privacy considerations, social-media
accounts are often devoid of these basic demographic data.
Techniques such as user profiling and demographic collators
offer one way to retrieve these data by combining information
from multiple sites and accounts for a given user, but these
may also lead to ethical concerns.

Alternatively, and according to [3], there are currently two
primary techniques used to infer demographics: one is to
process the textual content of a user’s profile such as their
name and profile description to detect their demographics.
However this method is known to be error-prone due to
nicknames or arbitrary usernames, and the language used in
providing the description of themselves is likely to follow a
formal template, making it hard to detect age and the language
skill of the writer. Furthermore, such techniques limit results
to the demographic information of those individuals who are

the members of the social media platforms. This excludes
individuals who might appear in the photographs but are not
members of the studied social media platform — such as
children, elderly, or other specific populations. The second
technique is to process the content of the images by leveraging
progress in image recognition. In this vein, Jung et al. [14]
has shown that the Face++ algorithm has an accuracy of
0.93 in detecting the ethnicity of 100 celebrities from IMDB.
However, the authors also highlight that this high accuracy
might be the result of the high-quality image dataset. We
employ the latter technique and use the Face++ API to detect
age, gender and race of those who appear in a photographs
posted to social media.

III. METHODS

This study investigates the prevalence of two types of biases
that arise in urban computing analyses that rely on social
media data: i) those that originate from how the data are
generated on a social media platform and ii) those that are
caused by the algorithms used to analyze these data. In order to
understand these two types of biases, we employ several data
sources in a comparative study that focuses on two metrics
that are commonly used by recreation planners as the basis
for management decisions policies: visitation rate and visitor
demographic information. The study examines data from ten
city parks in Seattle, WA.

A. Site Selection

Ten focal parks were randomly selected to be representative
of a broad range of park types, neighborhoods, and user-groups
across the city of Seattle. To ensure that we included parks
from a variety of demographic areas, we stratified using the
social vulnerability index (SVI) developed by the Centers for
Disease Control and Prevention (CDC). This index combines
15 US census variables grouped into four themes (socioeco-
nomic status, household composition, race/ethnicity/language,
and housing/transportation) in order to rank census tracts by
their relative vulnerability to hazardous events. We classified
each park managed by the City of Seattle from 1 (low SVI) to
5 (high SVI) according to its location and randomly selected
2 parks from each category for inclusion. In order to confirm
that study parks would have sufficient social media for our
analysis, we dropped any parks with fewer than three average
annual posts to Flickr.

B. Data Sources

In this study we rely on two sources of data from social
media and one on-site visitor intercept survey. We use the
number and content of images shared from Seattle City Parks
on Instagram and Flickr as data for estimating visitation rates
and demographics of visitors.

We used the Instagram graphql API to collect every image
that was shared publicly and assigned to an Instagram loca-
tions within one of the selected Seattle parks (Table I). Since
Instagram no longer provides an API endpoint for querying



Fig. 1. Social Vulnerability Index classes by census tract in Seattle (WA).
The yellow regions depict the selected parks.

locations, we first manually searched for locations in the In-
stagram web interface, using the park name and major features
as search terms. The number of Instagram locations that were
available for any given park were correlated with park area,
presumably because bigger parks have more locations for users
to tag. We collected images that were uploaded from January
2016 to January 2019. Metadata available for each image
include the Instagram users’ identifier and the date that the
image was shared.

Park Name Instagram Flickr
City Hall 168 133
Discovery 41994 7154
Hing Hay 2030 501
Jefferson 2737 559
Judkins 2453 164

W. Magnuson 44235 15771
Montlake 1022 152

Plymouth Pillars 1007 117
Riverview 341 119
Summit 364 250

TABLE I
THE NUMBER OF COLLECTED INSTAGRAM AND FLICKR IMAGES PER

STUDY SITE FROM JANUARY 2016–JANUARY 2019.

We queried the Flickr API for all geo-located photographs
that were taken within the bounds of the ten study parks from
January 2016–September 2019 (Table I). These photographs
contain metadata including a unique user identifier, date the
photograph was taken, and the latitude/longitude location of
the camera when the image was taken. The geo-location
typically comes from a GPS in the camera, but may also be
manually assigned by the user by zooming and clicking on a
webmap as the user uploads photographs to Flickr.

Between April–July, 2019, we conducted exit interviews
at the study sites. Every park was surveyed on two week-
days and one weekend day, once in the morning, afternoon,
and evening, for approximately 4 hours each. During this
time, the interviewer intercepted visitors at five randomly
selected exits, and asked them to complete a written survey
in English. Participation was voluntary and no compensation

was provided. The survey contained questions about visitors’
activities, demographics, experiences, and feelings about parks
in their neighborhoods. Our detailed survey questionnaire can
be found in [19]. We collected 165 surveys in total. The
number of responses ranged from seven to 39 surveys per
park. Across all survey periods, the overall response rate was
16% of exiting visitors, although surveyors were unable to
approach every exiting visitor. Approximately 41% of park
users who were approached agreed to take the survey.

C. Metrics

We measure visitation by computing PUD per park, as
it is the most widely used metric in the urban recreation
literature [8], [31]. PUD is a metric that is used to capture
the unique number of users posting photographs in a specific
location per day. We compare PUD across the two data
sources (Instagram and Flickr) to demonstrate the data biases
associated with each platform. As we have no means of
collecting self-identified demographic information from Flickr
or Instagram users (e.g., by directly contacting them), we
follow the methodology described in [24] and bound our
definition of demographics to binary values of white (vs non-
white) and children (vs adults). We chose to do so because
racial and ethnic identities are complex and evaluations by
others may not match an individuals’ self-identification, so
asking crowd-sourced workers to classify race or ethnicity of
individuals in photographs (beyond the binary values defined
above) did not feel appropriate. We assume that a person is a
child if their estimated age by Face++ is less than 16 years
old.

To serve as labelled data, we used Amazon Mechanical Turk
to ask workers to perform a simple counting task in the context
of image analysis. Specifically, we asked them to count the
total number of people, the number of white people, and the
number of children that appeared in each photo. In hiring the
crowd workers we followed minimum wage regulation of our
state (14 USD per hour). Our labelled dataset is composed of
500 images randomly selected across the ten parks from both
Instagram and Flickr.

We then relied on the labelled data to measure the algo-
rithmic biases. We compute the recall and precision of the
algorithm in terms of the accuracy of its visitor detection. We
used the labelled dataset and define precision as the fraction
of photographs with an accurate count of visitors appearing
the image (i.e., matching the label) among all the photographs
that the algorithm retrieved (i.e., counted at least one person
in them). We define recall as the fraction of the photographs
with an accurate count among all images (including images in
which the algorithm did not detect any people).

IV. RESULTS

A. Platform Biases

Comparing the two sources of social media, we find that
PUD – a metric commonly used to study recreational visits
– is substantially higher according to Instagram than Flickr.
Park visitors in Seattle are more likely to share content about



their experience on Instagram compared to Flickr. Figure 2
demonstrates this result in terms of weekly PUD across
all ten study locations. Furthermore, for both platforms the
long-term trend in PUD appears to reflect the popularity of
each platform, with Flickr following a downward trend and
Instagram becoming more popular over time.

Fig. 2. Weekly total number of users per day who posted photographs to
Instagram (top) and Flickr (bottom) from the ten studied parks from January
2016–January 2019.

Responses to our on-site survey support the observation that
social media platforms differ in their popularity, where 59% of
survey respondents stated that they use social media. Of these,
62% said that they share content on Instagram, as opposed to
only 2% who said they share content on Flickr. When asked
what they might share to social media from their trip today, the
most popular response was a “scenic view”, followed by “pets”
and “wildlife” (Figure 3). Eighty percent of those who use
social media said that they might post content with information
about other people (either friends, family, sports, or other event
or gathering). Respondents were allowed to select multiple
topics.

Fig. 3. Topics of photographs that respondents who use social media report
that they might share during visits to urban parks.

Turning to the content of the images posted to Instagram and
Flickr, we observe that the average number of people that
appear in photographs is consistent across sites and between
social media platforms (Figure 4, presenting the mean and

standard deviation for samples of 50 photographs from four
most visited parks). A t-test also indicates that there are no
significant differences in the average number of people that
appear in images. The same human-labelled dataset also shows
that 39% of the people appearing in the images are children
(mean= 0.28 per photo, sd=0.40). This result differs from the
proportion of children as reported in our on-site survey, where
respondents reported the number of adults and the number of
children in their party. Across our 165 respondents, the total
number of adults was 250, and the total number of children
was 46: a lower ratio than what we observe from our images.

Fig. 4. Average number of people who appear in 50 photographs randomly
selected from each of the four most popular city parks based on the labelled
data. Bars show standard errors.

In our comparison of the demographics of park users, we
find differences in the ages of visitors detected by Face++ in
photographs posted to Instagram as opposed to Flickr (Fig-
ure 6). There is slight downward shift in the age distribution
of people in Flickr images, suggesting that Flickr images
contain a higher number of children. The racial composition
of people in the same images, according to Face++, is also
different across the two platforms (χ̃2 = 14.25 (p= 0.002)).
Similarly, the racial composition of the visitors who appear
in Instagram photographs from 2019 also differs from the
groups that were reported by survey respondents (Figure 5
illustrates this comparison). A chi-squared test examining the
relationship between race and detection method (Face++ vs
Survey) found that the results varied by detection method
(χ̃2 = 8.9, p = .01), using only 2019 Instagram photographs in
order to overlap with the time period of our on-site intercept
survey. A greater proportion of survey respondents were white
than identified by Face++.

B. Algorithmic Biases

In order to evaluate the biases that are potentially caused
by algorithmic methods for estimating the park visitation and
visitor demographics, we first measure the performance of
the Face++ algorithm based on precision and recall of the
estimated number of people in images, compared to human-
labelled data. Similar to previous works we find precision,
the fraction of photographs where the number of visitors was



Fig. 5. Race of park visitors based on Face++ detection of people in
Instagram images (A) and on-site survey respondents (B) in 2019.

correctly classified out of photographs with at least one person
identified, to be high (0.91). However we find the recall, the
proportion correctly classified out of all photographs, is only
0.52. This indicates that many visitors were undetected and
that Face++ would underestimate park visitation rates. The low
recall also provides evidence that the algorithm is significantly
impacted when it is applied to datasets in-the-wild instead of
the celebrity datasets that are used to train it.

Face++ continuously under-counts the number of people
who appear in photographs (Figure 7). The number of people
that are counted in each photograph by Face++ is consistently
lower than the count given by crowd who view the same
image. In order to understand how specific demographic
characteristics (age and race) contribute to these algorithmic
biases we bin each image according to whether the algorithm
either under-counted, over-counted, or correctly determines
the number of people in the image. The algorithm correctly
estimates the number of people who are present in 51% of
the photographs. In 45% of the images, the algorithm detects
fewer people than were actually present. The algorithm over-
detects the number of people in 4% of the images. Examining
this small subset of pictures we find that almost all the
cases corresponded to pets’ faces. Since 35% of our survey
respondents said that they might share images of their pets on
social media, this has the potential to be a substantial source
of bias in some locations.

To investigate which demographic features of the visitors
is contributing to the detection error of the algorithm, we
ask at whether race (in our case categorized in two broad
categories of white vs non-white) contributes to the number
of visitors not being detected by Face++. Assuming the null
hypothesis that the ratio of white people appearing in the
photographs is independent of the detection rate, we compare
the ratio of white people that appear in photographs in the
under-detected bin with the ratio of white people that appear
in the photographs from the accurately-detected bin. We do
not find statistically significant evidence to reject the null
hypothesis. That is we cannot say that the under-detection

bias is related to perceived race of the subjects. However,
this result does not imply that Face++ is accurate in detecting
the race of the visitors. Based on the accurately detected bin,
a test of equal proportions reports that Face++ identifies a
significantly higher percentage of white subjects per photo-
graph (mean=0.64) than the human-labelled data created by
Mechanical Turk workers (mean=0.31). That is, the algorithm
incorrectly classifies some non-white subjects as being white.
Based on our visual observation we speculate that this is due
to the nature of photographs in the parks, where subjects’ faces
could be obscured by sunglasses or sporting accessories, for
instance.

The relationship between under-detection and the age of
the visitors indicates that there is an algorithmic bias cre-
ated by the failure to recognize children in images. A
test of equal proportions shows significant differences in
the mean percentage of kids appearing in under-detected
(mean=0.31) photographs versus the accurately detected pho-
tographs (mean=0.13). Looking at the under detected bin, we
find a correlation between the ratio of the children present in
the images and the detection error of correlation = 0.37, p <
0.001).

V. DISCUSSION

In this paper we present the results of multiple approaches
that rely on Instagram and Flickr photographs to estimate
the number of visitors to Seattle urban parks. We showed
that the popularity of the platforms can heavily skew the
visitation count. It is important to note that Instagram and
Flickr are not unique cases, indeed as researchers and policy
makers are heavily investing their efforts to use social media
analyses caution needs to be taken on how data source biases
are handled. We have also presented that the advances in
face recognition techniques could be leveraged to enable
recreational policy makers to remove some of the social media
platform biases (i.e, popularity) and demographic biases of the
intercept surveys.

However our analysis demonstrated that such techniques
must be used with extreme caution due to the algorithmic
biases that could interfere with the results. In this vein, we
showed that the AI consistently under-counts the number
of visitors, and that this bias mostly impacts children. We
also presented that while the detection error is not directly
correlated with race, nonetheless the algorithm suffers from
racial bias by consistently classifying non-white individuals
as white.

A. Limitation

We acknowledge that our work has the following limita-
tions. Firstly the AI algorithm we used served as black box
and we do not know on what data it was trained. Secondly
the AI algorithm did not classify races such as Hispanic and
Native American, which in some areas of the city we studied
are majority minority ethnicity. Although in our survey we
collected this information we did not report these results due to
the mismatch with the Face++ categories. This limitation also



Fig. 6. Age of people detected by Face++ algorithm and for various ethnicity for Instagram and Flicker. respectively.

Fig. 7. Number of visitors detected in images according to human observers
and the Face++ algorithm.

resonates with other works in computational social science
were an existing challenge is the definition and boundary
of ethnicity. For example in [4], [5] authors both used the
term ethnicity to refer to a classification system that includes
both racial and ethnic identities (black, white, asian, hispanic)
where as others [1] used the same classification system but
addressed it as race.

B. Implications

Our study has the following practical and theoretical im-
plications. From practical standpoint, our study highlights
the biases that can surface when social media analysis is
used for recreational and policy making purposes. One of
the main findings of this study was the striking similarity
in terms of crowd count for both platforms, suggesting the
need to migrate from traditional visit counts metrics to a more
platform agnostic one. Our result also highlighted how the
most vulnerable group of people, in this case kids, are those
that are excluded due to algorithmic biases.

From the theoretical perspective, first and foremost our
work highlights the need for future research direction on do-
main adaptation and knowledge transfer. Traditional machine-
learning algorithms such as the supervised learning one that we
used in this study train statistical models to make predictions
on unseen data. However, these models do not guarantee
optimal performance if the test data are vastly different from

the training data. A main approach that is currently under
investigation in Machine Learning community is to pay more
attention to reducing the effort involved in recollecting labeled
data and retraining a new model by using knowledge trans-
fer between domains. However, as we demonstrated in this
work collecting in-the-wild demographics labels is extremely
sensitive topic which requires further investigation.
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