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Abstract—Pervasive applications use context information for
decision making and to adapt to new circumstances at run time.
We can derive this context from sensors (dynamic) or from the
deployment information (static). Some applications rely on a com-
bination of context information sources to evaluate the quality of
the data received. Besides, different context sources enable the
applications to adjust to changes in the configuration as soon
as they happen. The possible adaptation can include a change
in the data processing to incorporate data quality improvement
approach to provide a better context to the application. In this
paper, we offer an adaptive data quality improvement based on
a combination of context sources that we model using a domain-
specific ontology.

Index Terms—Data Quality, Context Modelling, Semantic Sen-
sor Models, Data Stream Processing

I. INTRODUCTION

Sensors have become omnipresent. Sensor-based applica-
tions use those sensor-generated data in different situations
and for different purposes. Pervasive applications have dif-
ferent use cases like health monitoring [1], traffic congestion
estimation [2], crowd counting [3] and pervasive sensing in
smart cities [4].

Sensor data is often faulty, Also, as reported by Lohr [5],
data scientists spend between 50-80% of their time dealing
with data quality problems. Therefore, application developers
need to find ways to assess the quality of the data before
they use it. However, quality of sensors is context-dependent,
i.e., it changes depending on the conditions sensed envi-
ronment. Context information is a source for data quality
assessment [6]. Context information can either be sensed
(sensor measurement), static (defined in deployment), profiled
(user configuration), or derived (from other context sources)
[7]. Examples of context-dependent applications include but
are not limited to: Elderly care [8], human activity recognition
[9], adaptive activity recognition based on dynamic context
and different sensor data [10] [11], and model-based prediction
using derived context [12].

If we decide to use sensor data without any quality as-
sessment and/or correction, we simply use data that is mostly
inaccurate or even false. However, if context information is
used while collecting data online, we can avoid the loss of
context data by storing it and using it to perform data quality
correction. Although the creation of elaborate context models
can be a complex task, we can use it to store all the static
context information and enrich it with additional functions to
react to various context changes. Domain-specific ontologies

like SSN (Semantic Sensor Network) [13] ease the modelling
task by providing most of the necessary terms to describe the
sensors and the different context information.

Since sensors can deliver data continuously as streams,
the option of using a Data Stream Management System like
Odysseus [14] to handle the incoming data provides a good
option: Such systems provide a rich set of data processing
functions called operators. Operators can be combined in
processing units called queries to process the data according
to the application needs. We can use the combination of
context models and data stream processing to adapt the data
processing, when changes in the context occur.

The contributions of this paper include:
• How we use an ontology to model the static, sensed,

profiled and derived context information.
• How we define data processing patterns and we use them

to assess and improve sensor data quality in a Data
Stream Management System

• How we evaluate our approach with a real world use
case to compare the impact on the application with and
without data quality assessment.

We argue that complete sensor models should provide a
description of the context. They can also include defined pro-
cessing patterns that can be triggered if the context information
changes at run time. This makes the model adaptive to changes
in the context and enables the application to include data
quality improvements when needed.

The rest of the paper is organized as follows: In Section II,
we introduce our use case. In Section III, we introduce the
sensor model to describe the context and parts responsible
for the adaptive behaviour to improve the quality of the
sensor measurements. Afterwards, we evaluate our method by
comparing the results with and without the introduced quality
assessment in Section V. In Section VI, we discuss related
work for adaptive context-aware modelling. Finally, we wrap
up in Section VII.

II. USE CASE

To emphasize the importance of data quality in pervasive
and sensor-based application, we take the use case of a
sensor-based application that would benefit from data quality
improvement. The use case shows examples of data quality
problems. Besides, we point out the data processing patterns
that work to improve the quality.



Fig. 1. The position calculation process

Crowded indoor environments provide organizers and secu-
rity personnel alike with huge challenges. They aim for a high
security level and the best possible visitor experience. Airports,
fairs and expositions are examples of such environments,
where people tend to have a repeated behaviour like queuing
up for checks or standing before a stall or exhibit.

Information about the visitors, their sizes, and hotspots is
very valuable to take safety and logistic measures. For this
end, the use of cameras to track the human flows and their
concentration points is the obvious choice. However, with the
increasing fears around people’s privacy and how to prevent
any unlawful infringement on their personal information im-
poses high restriction on the collected data. No personal photos
or videos are allowed to be stored without the consent of the
concerned person.

To remedy this problem, privacy-preserving overhead cam-
eras have been developed that track people, without storing
any visual data of the persons seen.

A. Camera Function

Figure 1 shows how the camera captures the coordinates
of a moving person. The camera mounted on the ceiling of
the room scans the area and captures the moving objects. It
takes the pictures of moving persons, measures the height,
records the coordinates and gives a unique ID to the object.
The camera functions as a black box for the developers of
the sensor-based applications. The pictures are processed to
extract the persons and coordinates are produced.

The camera has two modes of counting: a head-mode and
a feet-mode. While the feet-mode is more accurate in locating
the positions of the moving objects, it shrinks the tracking
area of the camera. The head-mode, however, enables a large
tracking area and thus, a possibly more accurate count.

These cameras deliver continuous streams of data containing
information about the person. One stream is called ’Object
Stream’: It gives the size of the moving person and its
current position. The second stream is called ’Event Stream’: It
produces LINECROSS events, when the moving persons cross
preconfigured counting lines. Additionally, the camera has a
web interface that delivers aggregated data about counting
zones and lines like the number of line crosses. Due to

privacy regulations, no images or footage are stored. As a
consequence, we cannot perform offline data video processing.
In addition, the cameras do not perform facial recognition
(overhead), therefore, it is difficult to deal with some of its
problems like the inaccuracy problem and The missing counts
problem

B. Camera Problems

The inaccuracy problem: The height problem is caused
by the distortions incurred by the increasing distance from
the camera. This is reflected in the data generated by the
cameras. This problem can be observed and modelled to reflect
a distance to sensor pattern to capture the effect of the sensed
context (distance of the moving person to the camera) on the
error in her measured heigh.

The missing counts problem: The missing counts problem
occurs when the preconfigured counting lines of the camera
fail to identify LINECROSS events and count their occur-
rences. This happens mostly when the camera is set to head-
mode, where the coordinates in the data stream are not the
feet coordinates, but rather deviated coordinates (see Figure 1).
The wrong coordinates make the intersection with the counting
lines impossible at times, causing the camera to deliver wrong
counts. This behaviour implies a wrong count due to a change
in the profiled context (settings). This change in the context
can trigger a change in the data processing by introducing a
data correction pattern, in which new data processing queries
are started to correct the wrong coordinates and report the
missing counts.

In the next section, we see how the context model manages
to capture the different context information to enable the adap-
tive data quality improvements through processing patterns.

III. THE SENSOR MODEL

First, we introduce the processing patterns. Afterwards, we
show how they are expressed in the model. We have two
processing patterns, that describe how is data from different
sources is combined to assess and/or improve the quality of
the data:

1) The distance to sensor pattern: this pattern uses a
dependency between the context sensed by the sensor
and the distance to the sensor. This dependency can be
defined through user-defined functions.

2) The data correction pattern: this pattern uses user-
defined functions to correct the data. The functions can
be plugged into the flow of data processing based on the
model description and the context.

The processing patterns are not specified explicitly. They are
described by data quality conditions, the current context, and
the quality improvement processes.

The context model should include all the needed context in-
formation about the camera and capture the adaptive behaviour
dictated by the change in the sensed and profiled context. The
model contains description of processing patterns to assess the
quality of the data. The adaptation to changes in the context
will trigger processes to improve the quality of the data.



Fig. 2. SSN model of the camera

The sensor model that manages to describe the various
context information about the sensor is depicted in Figure
2. The static context can be obtained from the ’Sensor Data
Sheet’. Here, we set the location of the camera and the
mounting height. This context information does not change
and allows us to always determine the coverage area of the
camera. The camera has two data streams that can be modelled
as subsystems; one for the height measurement of the tracked
person and one for her coordinates. The profiled context is the
set of user defined settings that can be changed at any time
during the operation of the sensor. Such settings include The
counting lines, which provide the number of persons that cross
it. Since these lines provide a count, they are considered as a
subsystem too.

The derived context that influences the accuracy of the
height measurement can be defined as a set of ’Measurement
Capabilities’ with the conditions specified, in which they
occur. The ’High Accuracy’ condition sets the distance to the
camera, in which the height measurements are good and do
not need any correction. The ’Low Accuracy’ condition sets
the distance, in which the height measurements are faulty. The
sensed context provided by the ’Location’ is used to compute
the distance to the camera and choose which condition is
met. This model description of the dependency between the
location of the moving person and the accuracy of the height
measurement describes the distance to sensor pattern. When
the condition of ’Low Accuracy’ is satisfied, the data stream
management system uses a set of operators in a query to
perform a height measurement correction.

The adaptive data quality improvement part is described by
the ’Quality Improvement Processes’. These are switched on
and off based on the current ’Operating Property’. The ’Oper-

ating Property’ specifies the Counting Modes the camera has.
If the ’Counting Mode’ is set to ’Feet Mode’ by the user,
then, no action is taken and no quality improvement processes
are triggered. If the profiled context changes, when a user
switches the ’Counting Mode’ to ’Head Mode’, a reconfigu-
ration signal is sent to the system and the model activates the
’Count-Improvement’ and the ’Feet Coordinates Calculation’
processes. The processes constitute the data correction pattern.
In the following section, we show how is the process of data
quality improvement is performed by using data processing
patterns in a data stream management system.

IV. IMPLEMENTATION

In this section, we show processing patterns to assess and
perform correction on the data and the architecture of the
system. In Figure 3, we have the Sensor Quality Management
(SQM) component that receives the context information from
the sensor model and creates the data processing queries. It
also creates quality-aware queries when the model contains
quality improvement processes and processing pattern. The
data stream management system (DSMS) has a component
to manage deployment and configuration information. When
the sensors change their configuration or deployment settings,
the DSMS sends a signal to the SQM to adapt the queries to
reflect the change. in the profiled context (configuration).

A. The ’distance to sensor’ pattern for height measurements

Through testing and data collection, we discovered that the
height of the tracked people is not accurate. The data analysis
showed a high correlation value of 0,86 between the distance
of the tracked person to the camera and the error percentage
of the height measurement. This can be used to create a linear



Fig. 3. The System Architecture

regression model that describes the influence of the distance to
the camera on the height error of the measurement as follows:

err = a(dtc)− ε

Where dtc is the distance to the camera and err is the error
rate in the recorded height. This derived context information
from the data analysis can be added to the sensor model as
a quality constraint. This linear regression model is good for
estimating the error when the person is at least half a meter
or more away from the camera. We take the measurement of
the camera when the person is less than half a meter away.
As illustrated in Figure 4, the query represents the processing
pattern. The join operator combines the streams coming from
the two sensors, computes the distance to the camera and
computes the accuracy based on the regression.

B. The ’data correction’ pattern for line count improvement

In order to solve the problem of missing line counts, we
need to determine the feet position of the moving person
first. We compute the feet position and then, check for any
overlooked LINECROSS events and output them. In order to
identify such events, we need to continuously build a vector
from the current position and the last position of the moving
person and check for a potential intersection with the closest
counting line. This data correction pattern is presented in the
query depicted in Figure 5.

V. EVALUATION

To evaluate the impact of our approach in terms of the data
quality improvement, we carried out experiments to gather
data and compare it with the results of the processing pattern
queries.

TABLE I
MEAN AVERAGE ERROR AND MEAN AVERAGE PERCENTAGE ERROR OF

LINECROSS-EVENTS

MAE Query MAE Camera MAEP Query MAEP Camera

21,5 35,1 0,42 2,37

A. Improving the accuracy of height measurements

We apply the distance to sensor pattern on the camera data
and make corrections of height values. To get a measure of the
impact that this correction has on the data, we compared the
height measurements made by the camera and took always
the best average value as the average height given by the
camera for a moving person. Then, we took the corrected
height measurements and computed the best average corrected
value from the corrected height values for a moving person
produced by the query in Figure 4. We compare the accuracy
results of both height values with each other and without any
correction. We see in Figure 6 that the ”best average value
approach” gives a low error percentage up to 1 meter away
from the camera. In distances longer than 1 meter, we see how
the error percentage grows further. The proposed approach of
”best corrected average value” keeps the error percentage low,
even up to a distance of 6 meters.

B. Improving the accuracy of counting lines

To measure how the count line improvement works, we
designed experiments to evaluate the feet coordinates com-
putation and the line count improvement. In the first one, we
defined positions, in which a test person should stand and
asked him to move around inside the area observed by the
camera. In Figure 7, we see the deviation between the ground
truth coordinates used for the experiments and the coordinates
computed by the improvement query. The results show an
average deviation from the ground truth coordinates of 1,43%
of the x-coordinate and 2,52% of the y-coordinate. The average
deviation of the x-coordinate remains fairly low, whereas the
y-coordinate gets higher after 2,5 meters.

In the second experiment, we set different paths for test
persons with many counting lines set in different positions.
The results shown in Table I show the Mean Absolute Error
and the Mean Absolute Percentage Error on the data correc-
tion pattern in comparison to the counts made by the camera.
We see that the pattern manages to improve the counts by
reporting more counts than the camera.

From the results of the experiments, we see that the queries
manage to improve the accuracy of the data by providing a
better height measurement and giving better line counts.

VI. RELATED WORK

Earlier research in context-aware applications focused on
context modelling and reasoning [15]. This laid the ground-
work for further research in the area of context-aware sensor
applications. Huebscher and McCann proposed an adaptive
middleware design for context-aware applications [16]. This is



Fig. 4. Query plan to compute the accuracy of the height and correct it Fig. 5. Query plan to improve the counts of the counting lines

Fig. 6. Comparison of the error rate to the no correction approach

Fig. 7. Results for the feet-position of first test person in controlled positions

one of the earliest relevant works that abstract the applications
from the provided sensor context. Only few works in literature
demonstrate the sensor node itself as a a context-aware device.
Taherkordi et al. introduced a self-adaptive context processing
framework for wireless sensor networks (WSN) [17]. The
mentioned contributions tried to create entities to provide

context information, either by having a middleware or by
the sensor node itself. However, these contributions did not
emphasize much the issue of the context quality collected by
the sensors. Also, the context-based adaptability does not refer
to the quality of the sensor data.

Many authors have discussed the issue of data quality. Yates
et al. examined data quality for pervasive sensing systems
[18]. They focused on the impact of latency and caching
on data quality. Sheikh et al. proposed a middleware that
decouples applications from the data producing sensors [19].
The middleware aims to make up for the quality limitations
of the context sensors. Schiffer defines quality of context as
“any information that describes the quality of information that
is used as context information” [20]. Batini et al. offered
an interesting view on the data quality dimensions and their
respective definitions in [21]. Batini et al. defined clear di-
mensions of quality like accuracy and completeness. From the
related work described above, we see that work in the domain
of data quality focused on describing the quality dimensions
with the use of different parameters and the value range for
each parameter. The research in this area did not examine the
impact of data quality on the processing results and focuses
on data quality without considering methods to improve it.

Work on Quality of Service in data stream processing
aims at producing Data Stream Management Systems that
are quality-aware. Schmidt et al. developed a deterministic
data stream processing system called QStream that offers
QoS parameters to users to choose from [22]. Abadi et
al. proposed a dynamic optimization model for operators to
optimize different QoS metrics across a combined server and
sensor network [23]. Klein and Lehner presented a flexible
model for the propagation and processing of data quality
in a stream processing network for sensor data in a smart
environment [24]. These contributions described the influence
of the different operators on data quality but did not target the
context-induced data quality issues and how to improve it.

Camera-based approaches are widely used for crowd count-
ing. Some of the contributions include the work of Belongie
and Rabaud, where crowd counting is done through motion
recognition [25]. Another approach uses low level feature
detection to track people [26]. These approaches do not use
anonymizing cameras and do not process the data online to
track people in real time.



From the above discussion we highlight the importance
of our work, where we present our approach of combining
either static context with sensed context information or profiled
context and sensed context information to trigger adaptive data
quality processing improvement. The use of domain-specific
ontology enables the reuse of the context model on a larger
scale.

VII. CONCLUSION

In this paper, we propose the use of context models to
improve the accuracy of the data produced by sensors by
adapting the processing to the changes in context. We showed
the feasibility of our approach through the use case of
anonymizing people counting cameras and how these provide
inaccurate height measurements and counts. Through different
variants of context, we managed to provide processing patterns
that monitor the quality of the data and trigger data quality
improvements when needed. This work comes as a follow-up
to a previous work [27], in which we monitored the quality
of low-cost particulate matter sensors using semantic sensor
models. In the future, we plan to extend the ontology with rules
to infer those patterns through reasoning and automatically
generate the data processing queries.
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