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Abstract—The number of computer controlled vehicles
throughout the world is rising at a staggering speed. Even though
this enhances the driving experience, it opens a new security
hole in the automotive industry. To alleviate this issue, we are
proposing an intrusion detection system (IDS) to the controller
area network (CAN), which is the de facto communication
standard of present-day vehicles. We implemented an IDS based
on the analysis of ID sequences. The IDS uses a trained Long-
Short Term Memory (LSTM) to predict an arbitration ID that
will appear in the future by looking back to the last 20 packet
arbitration IDs. The output from the LSTM network is a softmax
probability of all the 42 arbitration IDs in our test car. The
softmax probability is used in two approaches for IDS. In the
first approach, a single arbitration ID is predicted by taking the
class which has the highest softmax probability. This method only
gave us an accuracy of 0.6. Applying this result in a real vehicle
would give us a lot of false negatives, hence we devised a second
approach that uses log loss as an anomaly signal. The evaluated
log loss is compared with a predefined threshold to see if the
result is in the anomaly boundary. Furthermore, We have tested
our approach using insertion, drop and illegal ID attacks which
greatly outperform the conventional method with practical F1
scores of 0.9, 0.84, and 1.0 respectively.

Index Terms—LSTM, In-vehicle Network Security, Automotive,
Intrusion Detection, CAN bus

I. INTRODUCTION

Since recently vehicles were enclosed devices that were
only used for the sole purpose of transportation. Computers
hackers were mainly focusing on getting unauthorized access
to computer systems because it was impossible to remotely
attack vehicles. But nowadays modern vehicles have several
embedded Electronic Control Units (ECU) integrated internally.
These ECUs communicate using a networking standard called
Controller Area Network (CAN). Even after the introduction
of this standard, attackers needed to get physical access to a
target vehicle to manipulate these ECUs. These types of attacks
might have a hazardous effect on a target vehicle but it would
be practically impossible to attack in a large quantity due to
cost and energy expenses.

Now vehicles have started to incorporate a higher number of
computing devices that can also communicate with a remote
server to do different activities including over-the-air (OTA)
software updates [2]. This technology has changed the way we
drive vehicles. Due to the fast growth of computer technology,
the vision of connected cars is also becoming a reality. Drivers

can easily access information about the ongoing environment
without further looking outside of their vehicles. It became
easy for a vehicle to connect to internet for entertainment
purposes. These features of automobiles have brought along
the security issue of computer technology. Hackers can use the
same techniques to get remote access to the internals of the
in-vehicle networks.

Researchers have now started to investigate the security
vulnerabilities of the automotive industry to further enhance
safe driving [1]. Most vehicles nowadays use a CAN bus,
an International Standardization Organization (ISO) serial
communication bus, that monitors most of the the car’s systems
and sensors [3]. CAN bus is a broadcast communication
protocol with no source and destination address. This property
of the CAN bus makes it vulnerable to insertion attacks. CAN
bus also uses no authentication and encryption techniques
for secure communication. Since it is used in a real-time
communication environment, applying the common computer
security techniques like encryption and decryption would
slow it down. The other security issue of the CAN bus is
its vulnerability to DoS attacks. CAN uses arbitration ID to
prioritize bus usage, the lower the ID the higher priority it will
be given to use the CAN bus. This property of the CAN bus
makes it vulnerable to DoS attacks. Attackers can create DoS
attack inside the CAN bus by continuously injecting a higher
priority CAN packet so as for all the other arbitration IDs be
backed off from using the bus resources.

By taking advantage of the aforementioned security holes of
the CAN bus, attackers have found a way to gain unauthorized
access to the internal networks of vehicles [4]. To improve
the security drawbacks of the CAN bus, in this paper we are
proposing an IDS by analyzing the sequence of CAN packets’
arbitration IDs. In addition to other information, CAN packets
have an arbitration ID that is used to control the priority of
CAN packets. Our intrusion detection method extracts the IDs
to train Long Short-term Memory Networks (LSTM). Once,
the LSTM network learns the pattern of the IDs, if there is any,
it is used to predict an arbitration ID that might appear after a
certain sequence of arbitration IDs. Relying on the predicted
arbitration ID, an anomaly signal is prepared from a softmax
probability of all the available classes (all the arbitration IDs).
An anomaly is detected using two ways. The first approach



compares the probability values of all the classes and selects the
one with the highest probability as a predicted arbitration ID.
The predicted ID is then compared with the true ID for anomaly
detection. The second approach gets an aggregated log loss
value of the predicted classes that will be later compared with
a predefined anomaly signal threshold to detect for intrusions.

The conventional method proposed by [15] trains a single
transition matrix that will be used to test the possible transitions
between two different IDs. Even if this performs with near
perfect precision value (0.999), it has a very low recall
value (0.4) as it is impossible to grab millions of arbitration
ID sequences in a single transition matrix. In this paper,
we are proposing an IDS system using LSTM that greatly
outperforms the conventional method. The main contribution
of this research study is to improve the anomaly detection
accuracy of the conventional method. In addition, we tested
both the conventional and trained network against insertion,
drop and illegal ID attacks to further support our study. F1
scores of the proposed method are 0.9, 0.84 and 1.0 in order
of insertion, drop and illegal ID attacks.

II. RELATED WORK

The current state of the art intrusion detection methods in the
CAN bus can be summarized into 4 categories [5]. The first cate-
gory is fingerprints-based methods. Fingerprints-based methods
take into consideration the fact that different ECU on the in-
vehicle networks usually have unique hardware fingerprint
information, like electric signals, and using this information
it analyzes the change of this signals for intrusion detection.
[6], [7], [8] are among the methods that are implemented
by extracting fingerprint information of ECUs using different
approaches. This is a physical level approach, but attacks can be
bypassed if they are applied in the application level. In this case,
a second category called parameter monitoring based methods
are used. [9], [10], [11], these approaches collect different
static values (frequency, mean, and variance etc) that will later
be compared with a predefined values for intrusion detection.
These approaches also have the drawback of heavily depending
on periodic packets and being ineffective for unknown security
threats. The other two categories, information-theory based
and machine learning based, come here to solve this issue.
The information-theory based method is based on the fact that
malicious messages injected into the normal communication
will affect the network stability, and the information entropy
can reflect the anomaly, [12], [13]. Even if this has a small
computational overhead, but it is mostly ineffective in attacks
that modify the data portion of CAN packets.

Machine learning approaches have a better way of identifying
anomalies that have never seen before. Our IDS is also in
this category. Anomalies are detected by training a machine
learning algorithm to learn about the true pattern of benign
packet sequences, [19] [15] [20], to see if there is any deviation
from the normal sequence of packets arriving in the CAN
bus. [15] have proposed an anomaly detection algorithm that
identifies anomalies in the sequence of messages that flow
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Fig. 1: CAN Packet

in the CAN bus. A complete survey of the current intrusion
detection methods can be found in [5].

III. ATTACKING CONTROLLER AREA NETWORK

A. Controller Area Network

CAN is a serial communication protocol used in vehicles for
connecting automotive electronics, ECUs, anti-skid-systems,
etc [14]. CAN allows the implementation of peer-to-peer and
broadcast or multi-cast communication functions with lean bus
bandwidth use. CAN has two standards, standard and extended.
Both of these standards are similar except the arbitration field
has 11-bit identifier in the standard and 29-bit in the extended
standard. There is also a little variation in the rest of the fields
between the two standards, Fig. 1 shows CAN packet. For this
research, we are proposing an LSTM approach that predict the
arbitration ID of the CAN packet for intrusion detection.

When data is transmitted over a CAN network, no individual
nodes are addressed. Instead, the message is assigned an
identifier that works as a unique tag on its data content. The
identifier not only defines the message contents but also the
message priority. When a node wishes to transmit information
it simply passes the data and the identifier to its CAN controller
and sets the relevant transmit request. It is then up to the CAN
controller to format the message contents and transmit the data
in the form of a CAN frame. Once the node has gained access
to the bus and is transmitting its message, all other nodes
become receivers. Having received the message correctly, these
nodes then perform an acceptance test to determine if the data
is relevant to that particular device, based on the identifier
of the message [16]. Our research uses arbitration IDs drawn
from CAN packets for training LSTM network.

B. CAN attack surfaces

Attackers should always find a way to send their attack
packets to the internals of the vehicle so as for them to
manipulate the network of vehicles. According to [18], attackers
might gain access to a car’s internals in two ways. The first is
to physically approach the target vehicle and insert a malicious
component into a car’s internal network via the ubiquitous OBD-
II port. The other is through the various wireless interfaces
available in present-day vehicles. It can be by first intruding
into the drivers phone that the driver might later connect it to
their vehicle for entertainment purposes or gaining access to
GPS of the vehicle.

IV. ID SEQUENCE ANALYSIS USING LSTM FOR
INTRUSION DETECTION

This section describes the approach we used for detecting
intrusions through ID sequence prediction. LSTM network
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Fig. 2: LSTM memory block with one cell

is trained to predict a subsequent arbitration ID by looking
back at previously seen arbitration IDs. Fig. 2 provides an
illustration of an LSTM memory block with a single cell. An
LSTM network is the same as a standard RNN, except that the
summation units in the hidden layer are replaced by memory
blocks.

The LSTM architecture consists of a set of recurrently
connected subnets, known as memory blocks [21]. Each block
contains one or more self-connected memory cells and three
multiplicative units (the input it, output ot and forget gates
ft) that provide continuous analogues of write, read and reset
operations for the cells. Each of the gates are updates in each
step according to the equations shows in Equations 1 - 5.

it = σ(Wxixt +Whiht +Wcict + bi) (1)

ft = σ(Wxfxt +Whfht +Wcfct + bf ) (2)

ct = σ(ftct−1 + it tanh(Wxcxt +Whcht−1 + bc) (3)

ot = σ(Wxoxt +Whoht−1 +Wcoct + bo) (4)

ht = ot tanh (ct) (5)

The multiplicative gates allow LSTM memory cells to store
and access information over long periods of time, thereby
mitigating the vanishing gradient problem of standard RNNs.

A. Input Data Preprocessing

The input to the LSTM network is only a sequence of IDs.
Like all types of neural networks LSTM also accept only
numeric tensors. To convert the sequence of the IDs to a
numeric tensor, we have vectorized each input ID. After we
tokenized each arbitration ID to a numeric value, the sequence
of numbers are one hot encoded before we fed it to the network.
From here what the network has to do is give us a sigmoid
probability for each of the classes in the tensor.

B. IDS Network Architecture

The input to the neural network is the sequence of IDs
extracted from CAN packets. The network architecture of this
IDS is similar to the architecture used by [22] other than the
input tensors and similar attributes that we had to change to fit
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to this method’s training data. The keras [23] implementation
of the network architecture consists of three dense layers and
two LSTM layers (Fig. 3).

First the input to the network is changed to a suitable
format as explained in the last section. Then a tensor of high
dimensional vector is fed to the two dense layers each with
128 units and tanh activation function. Later on, there is a
dropout of 0.2 which we used to fight over-fitting during
training. The output from this layer then passes to two LSTM
layers with 512 units each. This two LSTM layers have tanh
activation function and 0.2 dropout value. The final layer in
this architecture is a dense layer with 42 units that provides us
with sigmoid probability value of each arbitration ID. The ID
sequence intrusion detection process is shown in Fig. 4. After
we trained the network, each time a message appears in the
CAN bus, we collect the first 20 IDs of these messages. Using
these 20 messages as input to the trained network, we get a
softmax probability to the prediction of the next arbitration ID.

The one given with the highest probability will be the
predicted arbitration ID. Next, we compare the predicted
arbitration ID with the one that has appeared after 20th

arbitration ID. If the predicted and true arbitration IDs are
not the same, an anomaly signal is flagged. But, if both of



these values are the same, we update the input and the true
values in the next step. The input value will be a tensor that
grabs 20 arbitration IDs again but this time the start pointer is
updated by one to point to the ID next to the first one. And the
last pointer will also be incremented by one to incorporate the
last predicted arbitration ID. Using these 20 arbitration IDs we
again go through the same process to monitor for intrusions.
This process starts from when engine of the car is started and
continues till the car’s engine is stopped.

C. Attack packets and Anomaly Signal

We have simulated three types of attacks. insertion, drop and
illegal ID attacks. When intruders attack a vehicle there will
be some deflection from the normal sequence of the arbitration
IDs as most attacks either remove a packet or add a new packet
to the CAN bus. Hence, what this method does is, it checks
if any ID has appeared in the CAN bus out of the benign
sequence. When a new attack packet appears in the CAN bus,
this IDS method will first grab the last 20 IDs sequences to
predict the already appeared attack packet’s ID. Since this was
an attack packet, the IDS will predict a different arbitration ID
value than this one. If the predicted one is different from the
already appeared packet’s ID, this IDS creates an alert message
about this attack or further checks the log loss value evaluated
for four consecutive predictions. In addition, we have also
prepared an illegal ID attack. This attack is a kind of insertion
attack but the arbitration ID in the packet is different from all
the IDS in the training and test data.

Predicting for ID can give us more false negatives due to the
randomness of the ID sequence. To solve this issue, we used
log loss for multi-class prediction as our anomaly signal [24].
We selected log loss because log loss penalizes higher errors
than low errors. After we get the softmax probability for each
arbitration ID we calculated the log loss of the predicted ID and
the true ID. Let the true labels for our predicted arbitration ID
be encoded as 1-of-K binary indicator matrix Y , i.e.,Yi,k = 1
if sample i has label k taken from the set of K arbitration ID
labels. Let P be a matrix probability estimates, with pi,k =
Pr(ti,k = 1). Then the log loss of the whole set is calculated
by using Equation, 6.

Llog(Y, P ) = − 1

N

N−1∑
i=0

K−1∑
k=0

(yi,k logPi,k) (6)

Using this value as a signal we further improved the detection
accuracy. And unlike the first approach which provides us
an anomaly signal value in every 20 ID sequences, this one
gives an anomaly signal in every 100 ID sequences. The
collective anomaly signal is generated by taking the average
of 5 consecutive log loss values. This value is then compared
with a predefined threshold to see if its above it or not.

D. Training and Test Set Description

The training data is extracted from the sequence of data we
collected from a real car. We used 36 million packets that are
collected in the first 100 hours of driving. Out of this data
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Fig. 5: Scattered plot of the first 10000 packet sequences of all the 42 arbitration IDs.

TABLE I: Results of ID prediction, predicting a single subsequent arbitration ID for
every 20 ID sequences

correctly predicted incorrectly predicted
153927 106073

we used 70% for training, 15% for validation and the last
15% is used as a testing data. We used 2-fold cross validation
to further validate our proposed network architecture. Fig. 5
shows the scattered sequence of the first 1000 IDs, each color
represents a single arbitration ID of the 42 IDs. As we can see
it in the figure some of the IDs appear periodically and some
appear randomly but there seems to be some pattern in the
sequence of the IDs. Hence, the target of this method would
be to check if the LSTM would be able to learn this pattern of
sequences. When the engine of the car starts some of the the
arbitration IDs (e.g. 1, 2, 3, and 4) start to appear a bit late by
around 0.2 seconds than the others. This is not considered in
the training because this will not have a significant effect in a
data size of 36 million sequences.

V. EXPERIMENT RESULTS AND DISCUSSION

In this section we elaborate the performance of our intrusion
detection system for the two approaches. The first approach is
to hard code an ID prediction neural network. The approach
tests for anomalies by considering 20 sequence of arbitration
IDs of the CAN bus with 680 messages in a second. From here
we take the true value from the CAN bus and compare both
of these values, results are shown in table I. As we can see it
from the results, out of 160 thousand sequence of size 20 it
only detected around 60% of the total. This result might help
in identifying some attacks but deploying it in a real vehicle
would be inapplicable.

In the second method, a log loss is used as anomaly
signal. We calculate log loss value of the softmax output
and the true value of five consecutive predictions for both
the anomalous sequence and sane sequence. By making the
softmax a bit flexible and identifying a single anomaly in a
every 5 predictions it gives us better results. Fig. 6 shows the
log loss scattered plot for both the insertion and benign results
respectively. Fig. 7 also shows how relaxing the anomaly signal
calculation can help us improve the detection capability. In the
first approach a single prediction was being made in every 20
arbitration IDs. The first approach mainly focuses on taking the
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Fig. 6: scattered results of Insertion and Drop attacks for the first 8000 mix of attack
and benign sequences
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maximum softmax probability of a class to make a prediction.
But, this method calculates the average log loss value of the
softmax values and true values to test if the evaluated value is
above a predefined value. We make a single decision threshold
for every 100 frames, unlike the first one which only considers
the first 20 frames.

As it is shown in fig. 8, the F1 score of the proposed
method greatly outperforms the conventional method except in

Insertion Drop Illegal_ID
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Fig. 8: F1 score comparison of the proposed and conventional methods

the illegal ID attack case. Illegal ID attack is easier to identify
for both the conventional and the proposed method. For both
of the methods, way before the intrusion detection process,
the arbitration IDs of the packets are checked to see if the
IDs are in the class of arbitration IDs. If so, we go to the
detection process but if not an anomaly signal is initiated with
our further going to the IDS process.

Implementation of the IDS in the in-vehicle network would
require a fast processor that is capable of collecting packets
in n time window and make a prediction in as short time
as possible. But, there is always a significant delay from the
time when the packets appear in the CAN bus to the time
when these packets are collected for analysis. The IDS has an
average execution time of 24ms. The shown execution time is
evaluated in an environment with Ubuntu 18.04 OS, Intel Xeon
E5-1620 CPUand GM200 (GeForce GTX TITAN X) CUDA
6144 cores GPU that has a clock speed 1000MHz and a RAM
size of 16GB. We played the dumped file in the terminal with
vcan0 interface and created a program that collects the packets
through SocketCAN API to do the intrusion detection.

The approach can only detect specific types of attacks.
Attacks that can be identified by this method are those that can
deviate the flow of messages disturbing the normal sequence
of arbitration IDs. If attackers can compromise a single ECU,
they might bypass the IDS by sending normal sequence of
arbitration IDs with spoiled data portion of the packets. The
other limitation is it leaves some messages behind when enough
messages are collected for processing. During processing for
detecting intrusion there is an average delay of 24ms. During
this delay, some messages can appear in the CAN bus that the
method will skip. Therefore, we either need a fast computing
processor that can cope up with the frequency of messages or
we should work on improving the execution time of the neural
network.



VI. CONCLUSION

In this paper, we proposed an intrusion detection system
using LSTM based on analysis of arbitration ID sequences.
Our experiment focused on intrusion detection in in-vehicle
networks, but the idea can be more extended to anomaly
detection of other types of sequential data. The model is based
on two approaches. Once the LSTM network is trained, the
first approach uses the highest softmax probability to select
the next arbitration ID. The predicted arbitration ID is then
compared with the true ID for detecting anomalies. The second
approach is an improvement to the first one by using log loss
anomaly signal. After we get the softmax probability for each
arbitration ID, we calculated the log loss of the predicted
ID and the true ID. The log loss is then compared with a
predefined threshold for intrusion detection. The first approach
doesn’t give practical results but the experimental results from
the second approach show that our model can be implemented
in a real vehicle. Attacks that can be detected using these
approaches are the kind of attacks that might alter the normal
sequence of arbitration IDs. However, attacks that don’t alter
the sequence (e.g. impersonation attacks) will not be detected
using these approaches. For the future, we will incorporate
more features from the data sequence so as for our system
to identify these kinds of attacks and improve the detection
performance of the selected attack types.
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