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Abstract 
 

  In this study we investigate the need for Case-Based 
Reasoning (CBR) model calibration. This paper also 
presents some guidelines on building CBR model tai-
lored to a specific management application. To address 
some of the practical issues associated with the use of 
case-based reasoning or estimation by analogy, we con-
ducted an experiment on software effort estimation using 
a well-known project effort dataset, namely Albrecht. We 
found that pruning the irrelevant features can improve 
the performance of CBR applications and it is essential 
to calibrate the prediction model carefully.  
 
 

1. Introduction 
 

Over the years a variety of techniques have been pur-
posed for management application such as loan evalua-
tion and diagnosis programs. In recent years there has 
been great amount of interest on the application of case-
based reasoning (CBR) [1], [2], [3]. This technique 
solves new problems by adapting solutions that were 
used to solve old problems.     

The CBR approach is easy to understand and apply. 
The model can be used in conjunction with expert judg-
ment. End-user can participate in the prediction process 
and use his or her judgment to modify (adopt) the predic-
tion. However there are some important design decisions 
that must be made in order to generate a reasonably ac-
curate estimation [1]. Such decisions include choice of 
distance metrics or similarity measures in order to meas-
ure the level of similarities between cases, number of 
most similar cases that need to be used to generate the 

estimation and choice of optimum feature set that gives 
the most accurate estimation. Studying the importance of 
these design decisions was the motivation for this paper.  

Research shows that case-based reasoning or estima-
tion by analogy can be successfully adapted in software 
effort or cost estimation domain [1], [4], [5], [6]. 
ANGEL [7] and CBR-Works [8] are two examples of 
CBR tools, which can make use of previous projects to 
estimate effort for a new project (see [9] for other CBR 
tools currently available on the market). The goal of this 
paper is to present some of the practical issues associated 
with the use of CBR models in cost estimation as a pro-
totypical management application. 

 

2. Research Method 
 

The idea of effort estimation by analogy has been 
around for a long time, however this method has not 
been widely used. Shepperd and Schofield (1996) pre-
sented the idea of estimation by analogy in the form of 
detailed estimation methodology and developed a CBR 
tool [10], called ANGEL (ANaloGy Estimation tooL).  

In order to investigate the effects of certain parame-
ters in accuracy of CBR applications we used ANGEL 
[7], CBR-Works 4.0 [8] and a CBR system that was de-
veloped during this study. The CBR-Works tool can be 
used for the development and maintenance of manage-
ment applications in a variety of domains and environ-
ments [11]. Throughout this study, we used a well-
known dataset, namely Albrecht. 

In this section, the Albrecht dataset and the measure-
ments used to evaluate CBR modeling techniques will be 
briefly described. 



2.1 Dataset 
 

For our investigation we used the Albrecht dataset, 
which is a publicly available dataset [12], [13]. Albrecht 
is a relatively small (24 cases) software development 
project dataset. During this investigation it was decided 
to keep the original dataset as intact as possible.  

A statistical summary of all the features (metrics) in 
the Albrecht dataset is presented in Table 1.  

 
Table 1. Summary statistics for Albrecht dataset 

Feature Count Min Max Mean Me-
dian 

St. 
Dev 

Skew
-ness 

Effort 24 0.5 105 21.9 11.5 28.4 2.3 

FP 24 100 190
2 643.3 506 493 1.5 

File 24 3 60 17.4 11.5 15.5 1.5 

Input 24 7 193 40.3 33.5 36.9 3.3 

Inquiry 24 0 75 16.9 13.5 19.3 2.1 

Output 24 12 150 47.3 39 35.2 1.4 

SLOC 24 3 318 61.1 51.7 63.7 3.1 

 

2.2 Performance Evaluation 
 
In order to study the accuracy of the estimation mod-

els, we adopted the jackknifing technique. This tech-
nique is also known as leave-one-out cross validation. 
Each completed project in turn was removed from the 
dataset and the remaining dataset was then used to esti-
mate the effort for the removed project. MMRE (Mean 
Magnitude of Relative Error) and PRED (25) were com-
puted from the jackknifing process [14]. MMRE is an 
error measurement method that has been used by various 
researchers [15], [16], [17]. Smaller MMRE value indi-
cates better prediction model. MMRE is defined as:  
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Where n represent the number of projects in the dataset. 

Pred (25) measures the proportion of predictions that 
are within 25% of the actual values. Clearly, the higher 
this value is, the better. 

3. Experiment Results  
 
During this study we had to decide upon five parame-

ters as follows: 
Scaling or Standardization: All feature’s values for the 
projects can be standardized between 0 and 1. By per-
forming standardization we can ensure that all features 

have equal influences to the measure of similarity and 
the method is immune to the choice of units. 
Feature set: All collected features may not be helpful in 
finding a good estimation. By the use of brute force algo-
rithm, ANGEL can automatically determinate the best 
subset of features. However the brute force algorithm 
uses exhaustive search, so as the number of features in-
crease the process gets slower [1]. Unlike ANGEL, 
CBR-Works cannot determine the best possible feature 
set for a particular dataset.  
Similarity measure: Here the question is how much the 
new project is similar to the other projects in the avail-
able dataset. One good feature of CBR-Works is that it 
provides a variety of retrieval algorithms such as: 

• Euclidean distance: The formula is similar to 
the one used in ANGEL. The CBR users can 
assign different weights to the features in order 
to reflect the relative importance of each fea-
ture. 

• Average: The average similarity of all attributes 
defines the case similarity. 

• Maximum: The highest feature similarity de-
fines the case similarity. 

• Minimum: The lowest feature similarity defines 
the case similarity.  

Number of analogies: Number of analogies refers to the 
number of closest projects that can be used to generate 
estimation for the new case. The simplest way is to con-
sider only the effort of the most similar case as estima-
tion for the new case (1 analogy). However there are 
other alternative strategies that can be considered [18]. In 
this study we used 1,2 and 3 analogies similar to [1]. 
Analogy adaptation: When the analogy projects are 
selected, the question is what would be the best analogy 
adaptation technique so that the best estimation for the 
new case can be generated? We decided to choose the same 
adaptation process that have been used previously by 
Schofield [1] as outlined below: 

• One analogy: Estimation for new case is the ef-
fort from the closest analogy. 

• Two analogies: Estimation for new case is the 
average of efforts for the closest two analogies. 

• Two analogies (Weighted): Estimation for new 
case is the average of efforts for the two closest 
analogies; however the closest analogy is 
weighted double. 

• Three analogies: Estimation for new case is the 
average of efforts for the closest three analo-
gies. 

Table 2 shows the MMRE and Pred (25) results ob-
tained for the following scenarios:  

1. When the full features available in the dataset 
were used through CBR-Works.  



2. When optimum combination of features was 
generated for use via ANGEL. 

The results suggest that for the Albrecht dataset 
ANGEL outperforms CBR-Works. The results reveal 
that the performance of CBR-Works is poor because it is 
not calibrated correctly. 

 
Table 2. Comparing ANGEL and CBR-Works models 

Feature Analogy MMRE % Pred (25) % 

One  96 16 

Two  74 33 

Two (W) 129 21 

Full set of 
features 

(Using CBR-
Works) 

 Three 85 21 

One  67 33 

Two 66 37 

Two (W)   61*   41* 

Optimum 
features Sub-

set 
(Using 

ANGEL) Three 62 33 

 
In configuring the CBR-Works we had to make deci-

sions concerning similarity function, retrieval algorithm 
and pruning the feature set. We tried to find the best fea-
ture set that minimize the mean absolute relative errors 
by assigning different weights to the features, based on 
their relative importance.  

 
Table 3. Comparison of distance measures 

Dist. Metric Analogy MMRE 
% 

Pred 
(25) % 

One 96.47 16.66 

Two 74.20 33.33 

Two (W) 129.47 20.83 
Euclidean (Un-

weighted) 

Three 85.01 20.83 

One 97.40 16.36 

Two   71.25* 33.33* 

Two (W) 126.05 20.83 
Average (Un-

weighted) 

Three 83.38 20.83 

One 78.47 16.66 

Two 75.80 33.33 

Two (W) 118.86 20.83 
Euclidean 

(Weighted) 

Three 75.18 29.16 

One 99.27 12.50 

Two 75.56 33.33 

Two (W) 128.74 16.66 
Average 

(Weighted) 

Three 87.00 20.83 

 

An obvious choice to determine the degree of impor-
tance for each feature was to choose only features that 
have a strong statistical influence on effort. The results 
suggest that different configurations of CBR-Works may 
produce different levels of accuracy. As can be seen 
from Table 3, two analogies, with average retrieval algo-
rithm (unweighted) was found to be the most accurate 
prediction by predicting 33% of projects within 25% of 
their actual effort and with MMRE of 71%. 
 

3.1 Practical Advice 
 

Many CBR tools are currently available on the market 
[9].  In this paper, CBR-Works, 4.0, was used to imple-
ment different CBR techniques for estimating the devel-
opment effort.  

The ANGEL is another CBR tool that previously was 
used by Schofield [1] for the purpose of software cost 
estimation. Both estimation tools are provided with an 
easy-to-use interface that can support the stage of data 
collection, effort prediction and adoption rule. However 
the functionality of collecting and pasting specific items 
were not provided in neither of them. These functional-
ities can be a great help for the person responsible for 
reviewing the model and ensuring its accuracy. 

A tool for estimating the development effort, based on 
analogy can be easily implemented in any programming 
language. Readers who are building their first CBR sys-
tem and are interested in most important issues in build-
ing and maintaining CBR systems should refer to [9], 
[19] and [20] for more information. Figure 1 shows the 
prototype for automatic software estimation that we 
developed using MATLAB1. The purpose of this tool is 
to help project managers make important decisions 
regarding certain parameters (e.g. number of analogies or 
distance metrics) when analogy based estimation is re-
quired. We named the tool “Calibration of the Analogy 
Procedure”. This tool needs relatively little effort in or-
der to generate useful results. 
 
 
 
 
 

                                                                 
1 MATLAB is a commercial (Matrix Laboratory) package. More in-

formation also can be found on: 
http://WWW.math.ufl.edu/help/matlab-tutorial/matlab-tutorial.html 

 
 
 



 

 
Figure 1. An example of Calibration of the Analogy Tool 

 
The results in Table 4 have been obtained using four 

similarity measures, namely Euclidean (Un-weighted), 
Average (Un-weighted), Manhattan [18], Maximum, six 
choices for number of analogies (2,3,5,10,15 and 20), 
one choice of calculating the analogy (mean) and based 
on standardized (Std) /non-standardized feature values.  

As can be seen from Table 4, two analogies, with 
average or Euclidean retrieval algorithm (non-
normalized values) was found to be the most accurate 
prediction by predicting 67% of projects within 25% of 
their actual effort and with MMRE of 57%. 

The results in Table 5 were generated with the help 
of a statistical simulation method, namely bootstrap in 
order to generate multiple samples for the accuracy indi-
cators [18], [20]. This method can help the user to assess 
the accuracy of the tool or calibrate the analogy tool be-
fore its application to real projects. The results confirmed 
that two analogies, with average or Euclidean retrieval 
algorithm is the best choice. 
 
 
 
 
 
 
 
 
 
 
 

 
Table 4. Comparison of various parameters in estimation 
by analogy 

Distance Analogy Std Statis-
tic 

MMRE 
(%) 

PRED 
(25%) 

2 Yes Mean 62.78 54.17 

 No  56.89 66.67 

3 Yes Mean 66.19 58.33 

 No  66.18 58.33 

5 Yes Mean 71.92 54.17 A
ve

ra
ge

 

 No  83.48 20.83 

 

2 Yes Mean 62.78 54.17 

 No  56.89 66.67 

3 Yes Mean 66.19 58.33 

 No  66.18 58.33 

5 Yes Mean 71.92 54.17 Eu
cl

id
ea

n 
 No  83.48 20.83 

 

2 Yes Mean 64.34 54.17 

 No  62.02 58.33 

3 Yes Mean 73.40 50 

 No  73.96 50 

5 Yes Mean 76.59 50 M
an

ha
tta

n 

 No  83.77 25 

 

2 Yes Mean 90.18 33.33 

 No  62.02 58.33 

3 Yes Mean 81.01 33.33 

 No  73.96 50 

5 Yes Mean 63.04 0 M
ax

im
um

 

 No  83.77 25 

 
 
 

 
 

 
 

 
 
 
 



Table 5. Comparison of various parameters in estimation 
by analogy (1000 bootstrap samples) 

Each organization applying analogy can design and 
implement a tool similar to the tool implemented in this 
study to meet their needs and generate useful results. 
 

4. Conclusion and future work 
 
Case-based reasoning or estimation by analogy is a 

relatively simple technique however it is essential to 
calibrate the prediction model carefully. Each organiza-
tion applying analogy may design and implement a CBR 
tool tailored to their needs. Estimator should review the 
accuracy of CBR models at various time periods and 
configure the tool in best possible way (e.g. choosing the 

best combination of parameters). Clearly still there is a 
need for further investigation in this area.   

As a continuation of our current work, we are cur-
rently developing a tool for predicting the outcomes of 
renal transplants and the type of graft rejection based on 
analogy. We also plan to compare the performance of 
CBR techniques in predicting medical outcomes against 
Artificial Neural Networks models. 
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