Comparison of Recognition Methods for Emotions Involved in Speech

Kazuhiko Takahashi Ryohei Nakatsu
Faculty of Engineering Faculty of Science and Engineering
Yamaguchi University Kansaigakuin University
Tokiwadai Ube, Yamaguchi, Japan Sanda, Hyogo, Japan
kylyn@yanaguchi-u.ac.jp nakatsu@ksc.kwansei.ac.jp
Abstract emotions in speech one could subtract them from the speech

and improve the performance of speech understanding sys-
This paper investigates the characteristics of recogniz- tems. Another possibility is that an emotion recognition
ing emotions contained in human speech. The concept okystem could serve as a kind of 'emotional translator’. Emo-
artificial neural network (ANN) is adopted for a recogni- tions are often portrayed differently in different cultures and
tion algorithm. An approach based on the support vector languages (e.g., one type of intonation that indicates ad-
machine (SVM) or hidden markov model (HMM) is also in- miration in Japanese can indicate disbelief in English). A
vestigated as an alternative recognition method. Using a method of translating emotions between languages can help
large database of phoneme-balanced Japanese words, thre@mprove international communication. Moreover, in order
recognition systems are trained and tested. To evaluateto make interactions between humans and machines more
the emotion recognition results, emotion recognition test- natural, the capability of communicating with humans by
ing is carried out with human subjects. The obtained av- using both verbal and non-verbal communication channels
erage emotion recognition rates are 51% using ANN, 51% will be essential on man-machine interfaces [13].
using SVM, 32% using HMM, and 55% with humans. Ex-  Although the importance of non-verbal aspects of com-
perimental results confirm that the emotion recognition rate munication has been recognized, most research has in-
achieved by using the ANN or SVM in the speaker- andvolved nonverbal information for images (e.g., facial ex-
context-independent mode is feasible and that ANN and/orpression [12] and gesture [16]) while little research has
SVM are well suited to this task. been done in the recognition of emotions involved in human
speech [2, 3, 5]. With this and its potential uses in mind,
we studied the recognition of emotions involved in speech
1 Introduction and developed an emotion recognition system using an ar-
tificial neural network (ANN) [10]. A recognition rate of
Speech involves a great deal of information: verbal infor- @PProximately 50% was achieved for speaker- and context-

mation that conveys the speaker’s will, personal information independent mode, however, it was not clear whether the
that expresses aspects of the speaker's personality such &motion recognition rate of our system is satisfactory or not.

age and gender, and emotional information that expresses In order to evaluate the emotion recognition system, this
the speaker's emotion or mood. In speaking text severalPaper investigates the characteristics of emotion recognition

different meanings can be expressed depending on how if€thods based on ANN, support vector machine (SVM),
is said. For example, with the word "really” in English, hidden markov model (HMM), and human subjects. First

a speaker can ask a question, express either admiration of/® €xplain the recognition of emotion involved in speech.
disbelief, or make a definitive statement. An understand- N€xt, we describe how to design a recognition system using
ing of text alone cannot successfully interpret the meaning ANN, SVM or HMM. We then carry out recognition exper-
of such a spoken utterance. Therefore, it is clear that non-ments with the ANN, SVM, HMM, and human subjects.
verbal information such as emotions plays an important role Finally, we discuss the emotion recognition characteristics.
in communication.

Emotion recognition in speech has many potential appli- 2 Emotions Involved in Speech
cations. One possible use is as an aid to speech understand-
ing. Speech understanding has traditionally treated emo- In this study, emotion recognition experiments were car-
tion as noise, however, it is possible that by recognizing the ried out with the following assumptions.
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e Consciously and purposefully expressed emotions are2.2 Feature Extraction
treated since they are easier for humans to recognize
[9] and significantly easier to gather data on. As the phonetic features, we adopted linear predictive
coding (LPC) parameters [6], which are typical speech fea-
e Eight emotional states (joy (J.), teasing (T.), fear (F.), ture parameters often used for speech recognition. The
sadness (Sa.), disgust (D.), anger (A.), surprise (Su.),prosodic features consist of three factors: amplitude struc-
and neutral (N.)) are selected by considering severalture, temporal structure, and pitch structure. Speech power
works of emotion classification systems [4, 7, 8, 14].  and pitch parameters are used to express amplitude structure
] o ) ] and pitch structure, respectively, and each can be obtained
* By carrying out training with & number of different j, the |pC analysis. In addition, a delta LPC parameter,
speakers and a large set of phoneme-balanced wordsyhich is calculated from the LPC parameters and expresses
a recognition system achieves speaker- and context-, time variable feature of the speech spectrum, is adopted
independence. since it corresponds to temporal structure.
e A combination of two kinds of speech features, pho- The speech fea‘_“re is obtained _in the_ f_ollowing way.
Analog speech is first transformed into digital speech by

netic fe_:gturt_as and prosodic featur_es, Is considered be'an A/D converter at an 11 kHz sampling rate and 16 bit ac-
cause it is difficult to express emotions by only control-

ling prosodic features as these two kinds of features areCuracy. The digitized speech is then arranged i.n o a series

tightly combined in uttering speech. of framgs, where each is a_set of.256 consecutive sam.pled
data points. LPC analysis is carried out and the following

Recognizing emotions is a difficult task because peo- féature parameters are obtained for each of these frames.

p!e mainly r_el;_/ on meaning recogni_ti_on in daily commu- fT = [ P, p & c1 ca - ci2 ] 7 (1)
nication. This is why speech recognition research has long

treated emotions contained in speech as simply fluctuationgvhere P, is speech power is pitch, § is delta LPC pa-

or noise. What makes the situation more complicated is that/ameter, and:; (j = 1,2, ...,12) is LPC parameter. These
emotional expressions are consciously or unconsciously in-SPeech features are extracted from each utterance as shown
tertwined with the meaning of speech. In the unconsciousin Fig. 1. First, the period where speech exists is extracted
state, context plays a more important role than emotionalPased on the information of speech power. Speech power
features. As a result, the intensity of emotional expres- iS compared with a predetermined threshold value; if the
sion varies dramatically depending on the situation. Our SPeech power exceeds the threshold value for a few consec-
final target is to recognize emotions in speech even if emo-Uutive frames, the speech is determined to be uttered. After
tional expression is unconsciously mixed with the meaning the beginning of the speech period, the speech power is also
of speech. However, for the time being, this is not our re- compared with the threshold value; if the speech power is
search target for the above reasons. Instead, the strategg,ontinuously below the threshold value for another few con-
adopted here is to treat speech intentionally uttered with Secutive frames, the speech is determined to no longer ex-

specific emotional expressions but not speech with uncon-iSt.: Once the period of an utterance has been determined,
scious emotion expressions. the utterance is divided into 20 intervals of equal length

in time. Let these 20 intervals be expressed as the vectors
fi(k=1,2,...,20). Each of the vectors has the 15 feature

2.1 Speech database parameters of Eq. (1) for that interval.

In gathering data, we adopted 100 phoneme-balanced
Japanese words (e.qg., "daidokoro (kitchen)”, "ikioi (force)”,
"jyuuichigatsu (November)”, etc.) because our target is Power
context-independent emotion recognition. Since we utter threshold

Speech power

most of these words without any special emotion in our ~ ~§ "TNSR T
daily life, it is difficult for ordinary people to intentionally i

utter them with emotions. Therefore, we first recorded the

utterance of 100 words with each of the eight emotions by / 1234 X 20 \

two voice actors (male and female). Then each of our sub- Start End

jects listens to the recordings of the voice actors and tries
to imitate them. A total of 100 speakers, 50 male and 50
female native Japanese speakers, served as subjects. Each
subject uttered a list of 100 Japanese words eight times, one Figure 1. Speech feature extraction.
time for each of the eight emotions.

[Puis Pio Ops Cpp ovs €]
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3 Emotion Recognition Methods optimal hyperplane of thigh SVM can be found by solving
the following problem:

3.1 Emotion recognition by ANN [10] ) N
The configuration of the ANN for emotion recognition wh b4 j=1
is shown in Fig. 2. The network is composed of eight

sub-ANNSs, with one network for each of the eight emo- constrained by:

tions that are examined. The feature vector which is com- iNT i P (s .

posed by the 20 speech vectors of 15 paramef€fs,= (W) @) +021-& (f 45 =19)

[T 5 ... f1. ], is simultaneously fed into all sub- (W) T(a;) +b < —1+€  (if y;#1)

ANNs. The output from each sub-ANN is a valug (vs, , B !

..., vg) representing the likelihood that the utterance corre- >0 (j=12,..,N)

sponds to thaF sub-ANN'’s emotion. Decision logic selects \yhere the training data; are projected to high dimensional

the best emotion based on these values. feature space by the functiah w’ is the weight vector,
Each sub-ANN is a four-layer PDP model (300;-1/>- ¢! is the slack variable that is introduced to account for

1 network) and is trained by a back-propagation algorithm. non_separable data] is the margin parameter that quan-
The number of nodes in the intermediate layevs, and tifies the trade-off between training error and system ca-
M, varies depending on the specific emotion. A sigmoid pacity. Solving the dual formulation of this problem, the
function was used as an activation function of the nodes. optimal hyperplane can be defined by decision functions
yi = (w)To(z) + (i = 1,2,...,8). The feature vector
3.2 Emotion recognition by SVM FT is simultaneously fed into all SVMse(= F) and the
output from each SVM;, vs, ..., yg) represents the like-

The SVM is a learning algorithm based on statistical lihood that the utterance corresponds to that SVM's emo-
learning theory [15]. Originally the SVM is designed for tion. Decision logic selects the best emotion; the SVM that
two classes classification by finding the optimal hyperplane gives the largest value is chosen, and the ciasgwhere
where the expected classification error of test samples is$ = arg maxy;) indicates the recognition result.
minimized. There are several approaches to apply the SVM
for multiclass classification. In this study, the one-vs-all 3.3 Emotion recognition by HMM
method [1] is implemented.

Figure 3 shows the processing flow of the emotion recog-  HMM is an nondeterministic state machine that, given an
nition using SVM. Eight SVMs that correspond to each of input, moves from state to state according to various tran-
the eight emotions were used. THe SVM is trained with  sjtion probabilities. In each state, HMM generates output
all of the training data in théth class with positive labels, symbol probabilistically; this needs to be related to pattern
and all other training data with negative labels. Given a features in an application-dependent manner. HMM, which

labeled set ofV training data £;, y;), wherez; € R", is particularly suitable if the structure of the object sought
i=1,2,..,N,andy; isthe class of; (y; € 1,2, ...,8),the s relatively clear, is commonly used in speech recognition
Recognized emotion Recognized emotion

} !

Decision Logic Decision Logic

sub ANN|

) (neutral)

sug ANN| sub ANN

(teasing)

Feature vector F, Feature vector F,

Figure 2. ANN-based emotion recognition Figure 3. SVM-based emotion recognition
system. system.
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Recognized emotion

}

Table 1. Recognition rates using ANN for male

I B 0,
\ Decision Logic \ data [%6].
P(OL)Y PO} P(OINy) P(Olhg) J. T, F. Sa. | D. |[A |Su |N
H(% ({;IMM Igflggrl)vl (Irg}%[ J. | 31.00] 13.00] 6.17 | 559 | 7.68 | 7.39 | 11.95] 16.62
y < ’ T. | 10.36| 42.03| 8.05 | 499 | 11.50| 5.48 | 8.78 | 8.81
@ @ @ @ F. | 587 | 8.62 | 40.18| 11.60| 13.15| 6.06 | 5.30 | 9.22
Sa| 2.65 | 2.17 | 10.96] 66.13] 450 | 2.65 | 1.18 | 9.76
v v v v D. | 456 | 6.28 | 8.89 | 3.75 | 63.30] 3.17 | 2.30 | 7.75
(joy (teastng) (fea% (neutral) A | 542 | 294 | 411 | 3.40 | 2.94 | 70.05] 411 | 7.03
Su| 10.31] 10.55 4.02 | 2.90 | 5.09 | 9.14 | 55.12| 2.87
Feature vector sequence f,, fo ... f. N. | 12.63] 8.77 | 9.17 | 16.80] 9.16 | 10.86] 3.29 | 29.32
15J25 =5 J20
Figure 4. HMM-based emotion recognition
system. Table 2. Recognition rates using ANN for fe-
male data [%0].
. . L J. T. F. Sa. | D. A. Su. | N.
[11]. Since phoneme structures arethe_ bas_lsforthe content5— 3525 1467 484 | 034 | 2.8 | 2437 12.78] 973
of words or sentences, HMM is appropriate in speech recog- T. | 9.91 | 45.21] 14.19] 1.25 | 8.20 | 7.55 | 7.60 | 6.09
nition. The structure of emotions is not clear, however, we | F. | 2.06 | 4.21 | 47.79| 29.32| 6.73 | 2.82 | 0.39 | 6.68
test HMM as an alternative recognition method. Sa| 042 | 1.22 | 17.02) 75.35| 2.83 | 1.09 | 0.04 | 2.03
Figure 4 shows the processing flow of the emotion recog- D.| 1.90 | 6.04 | 12.53) 4.74 | 71.60] 1.16 | 0.58 | 1.45
_Figure P 9 O-["A [ 559 [ 3.60 | 446 | 2.16 | 2.35 | 72.68| 2.74 | 6.43
nition using HMM. Eight HMMs that correspond to _e-ach Sul 982 | 1468 37410 303 | 1458 52.60] 1.55
of the eight emotions were used. In this study, a discrete| N. | 13.88| 6.99 | 17.42| 16.56| 5.85 | 11.56| 0.81 | 26.93

HMM modeled with an ergodic model was used. The input

to the recognition system is the sequence of the feature vec-

tor F = f1, f2, ..., fao. First, a vector quantization (VQ)

is carried out to transform the sequence of the feature vec-Used for the recognition experiment. In open testing, utter-

tor F' to a symbol sequencé), = O, Os, ..., O59. We used
the category-separated VQ [17] in which the codeb&gk
corresponds to category; and HMM \; (i = 1,2,...,8).
The codebook was created by using the LBG algorithm
with the regular Euclidian norm. Next, each symbol se-

ances spoken by the speakers not included in the training
sets (#31-#50) are used for the recognition experiment. The
ANN, SVM, and HMM were trained and tested separately
for male data and for female data.

In the training of the ANN, each ANN’s network topol-

guence was fed into each HMM, which has been trained andogy is first optimized using a small database composed of
re-estimated with the Baum-Welch algorithm using each ten speakers. The optimization results were: (300-32-8-
emotional category’s teaching data. The HMM then cal- 1) network topology for joy, teasing, fear and neutral sub-
culates the probabilitie®(O|)\) between the input symbol ANN, and (300-16-4-1) network topology for sadness, dis-
sequences and the teaching data with the Viterbi algorithm.gust, anger, and surprise sub-ANN. Then ANN was trained
Since category-separated VQ is adopted, a penalty func-using 30 speakers where the maximum allowable error was
tion based on the distance between the input feature vectod0~2 and the training epoch was limited 106 x 10%. In
and the code word is considered in the probability calcula- the closed testing, the averages of the recognition rates for
tion. Finally, the HMM that gives the highest probability all eight emotions were 57.4% for male data and 56.9% for
is chosen in the decision logic, and the categ@rywhere female data. In the open testing, the recognition rates were
s = arg max P(O|);)) indicates the recognition result. 49.5% for male data and 52.8% for female data. The de-
! tails of the open recognition results are shown in Table 1 for

male data and Table 2 for female data. Here the row and
column are the input and recognized class, respectively.

In the training of the SVM, we carried out

We used the large speech database for training ANN,tests with  various kernel functions (Gaussian
SVM or HMM and carried out the following two types of  ¢(z1) d(z2) = K(zi,x2) exp(—y|z1 — 2|?),
recognition experiments to evaluate the performance of thepolynomial K(xz1, x2) exp(—ylz1 — x2|?), and
recognition systems. In closed testing, utterances spokersigmoid function K (x1, x2) tanh(axixe — h)) and
by the speakers included in the training sets (#1-#30) areparametric studies of the margin parametéto find the

4 Emotion Recognition Experiment
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Table 3. Recognition rates using SVM for male Table 5. Recognition rates using HMM for

data [%]. male data [%)].
J. T. F. Sa. | D. | A Su. | N. J. T. F. Sa. | D. | A Su. | N.

J. | 32.33] 6.34 | 7.56 | 3.22 | 0.80 | 18.6 | 6.52 | 21.62 J. | 27.07| 12.36] 7.00 | 2.01 | 4.14 | 17.92| 10.00| 19.50
T. | 11.26] 45.73] 11.19] 2.80 | 7.48 | 5.73 | 6.43 | 9.37 T. | 18.00] 25.14] 10.43] 3.65 | 8.93 | 850 | 5.71 | 19.64
F. | 1.92 | 6.29 | 60.03] 11.25] 859 | 2.44 | 1.63 | 7.85 F. | 3.28 | 10.78| 37.64| 14.14| 15.79] 457 | 1.09 | 12.71
Sa| 1.12 | 1.12 | 15.83] 61.62| 2.80 | 6.72 | 0.14 | 10.64 Sa| 2.79 | 3.29 | 19.43] 51.36] 8.93 | 6.86 | 0.41 | 6.93
D. | 1.05 | 8.16 | 15.70| 2.16 | 67.06] 3.49 | 0.35 | 2.02 D. | 6.86 | 9.78 | 22.43[ 14.78| 21.76| 4.68 | 1.28 | 18.43
A | 944 | 1.82 | 741 | 3.36 | 1.54 | 51.05| 1.61 | 23.78 A. | 14.00] 5.78 | 8.86 | 2.57 | 6.78 | 37.50| 2.58 | 21.93
Su| 2057 812 | 350 | 0.70 | 2.24 | 658 | 52.76| 5.53 Su.| 27.36| 1350 4.64 | 1.15 | 2.64 | 8.71 | 32.50] 9.50
N. | 11.34| 5.25 | 13.45] 10.36] 1.96 | 16.60| 0.63 | 40.41 N. | 12.43] 13.71| 15.86| 8.36 | 8.86 | 15.00| 1.14 | 24.64

Table 4. Recognition rates using SVM for fe- Table 6. Recognition rates using HMM for fe-
male data [%)]. male data [%)].
T T TF Tsa b A Tsi TN 3. |T. |[F [Sa [D. [A [Su [N

T 12507 1057 324 T 176 | 296 T 1980 547 1712 J. | 21.31] 20.68| 4.79 | 2.2 | 7.63 | 16.21] 10.16] 17.00
T. | 981 | 41.92 10.67| 3.10 | 10.87| 7.57 | 6.91 | 9.15 T. | 15.95] 18.63] 11.26| 4.42 | 16.00] 9.58 | 7.00 | 17.16
F. | 1.57 | 1.96 | 48.48| 33.01] 5.68 | 2.60 | 1.91 | 4.80 F. | 1.31 | 1.58 | 44.31) 37.53| 7.74 | 1.21 | 0.21 | 6.11
Sa| 1.12 | 1.86 | 18.04] 66.89] 357 | 1.61 | 2.98 | 3.91 Sa| 1.31 | 2.27 | 26.00| 55.74] 6.47 | 0.79 | 2.00 | 542
D141 5571693 [ 287 | 7625 108 [ 0.60 T 130 D. | 9.37 | 7.32 | 18.26] 18.89 28.74| 3.37 | 1.42 | 12.63
A T712 T 457 280 1233 261 5993 532 1329 A | 7.10 | 10.63] 547 | 2.02 | 6.95 | 46.10] 10.26] 11.47
Sul 1198 1295 279 041 T 351 [ 05 24280 701 Su. 14.79] 16.79] 4.00 | 1.57 | 6.741] 20.79] 22.95| 12.37
N o5 555 T 5 is 678 585 138 555 3508 N. | 9.31 | 12.31] 13.74 16.68] 18.42] 621 | 2.22 | 23.11

subjects then listened to 450 voice data samples randomly

: k ) ~“ selected from the large speech database and classified each
testing was reached with the Gaussian kemnel function o¢yhem into one of the eight emotion categories. The recog-
(y = 0.1) under the margin parameter of 10. In the closed o results for male and female voice data are shown in
testing, 100% and 99.6% averages of the recognitionrypie 7 and Table 8, respectively. The averaged recognition

rates for all eight emotions were achieved for male and r5¢eq \were 58.2% for male data and 51.7% for female data.
feme}le data, respectlvely.. .Table 3 and Table 4 show the Comparing the results leads to the following observa-
details of the open recognition results, where the averaged,

optimal SVM. As a result, a maximum rate of the closed

ons.
recognition rates were 51.4% for male data and 50.5% for
female data. ¢ In each recognition method, the open recognition re-
In the training of the HMM, we conducted tests with var- sults are similar between male and female data.
ious codebook sizes (16, 32, 48, 64, and 128) for the LBG Thg recognition results of the HMM are worse than
algorithm and various numbers of HMM states (8, 16, 32, those of the ANN and SVM. however. all meth-

and 48) to obtain the optimal HMM. As a result, a maximum
rate of the closed testing was reached with a codebook size
of 48 and 16 HMM states. In the closed testing, 49.5% and
44.5% averages of the recognition rates for all eight emo-
tions were achieved for male and female data, respectively.
Table 5 and Table 6 show the details of the open recognition e Human subjects easily classify negative emotions but
results, where the averaged recognition rates were 32.2%  seem to have some difficulty in classifying positive
for male data and 32.6% for female data. emotions.

Emotion recognition testing by human subjects was car-
ried out as follows. A total of 28 subjects (22 males and 6
females native Japanese) were served. In this experiment,
each of them first listened to correctly classified examples
of speech uttered by the voice actors, where the examples e The emotion recognition capability of either ANN or
were shown four times from each emotion category. The SVM is almost the same as that of the human subjects.

ods show similar recognition characteristics: negative
emotions, such as anger or sadness, are easy to recog-
nize, while positive emotions, such as joy, are harder
to recognize.

e The recognition rate of the 'neutral’ emotion is low
when using ANN, SVM, or HMM, while human sub-
jects show a good recognition rate for this emotion.
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